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NODULARITY AND LIRGUISTIC ANBIGUITY

Robyn CARSTON

Abstract

Jerry Fodor has proposed that language processing is modular, that
is, that the processes responcible for determining the grammatical
and logical structure of an uttarance do not {(and cannot) use
background or contextual i{nformation even when it would be relevant.
They are informationally encapsulated. This thesis has provoked much
reaction, especially from Narslen-Vilson and Tyler who interpret much
of their experimental work on utterance comprehension as providing
evidence against the modularity of language processing. In this
paper 1 consider some of the issues at stake and look particularly at
Narslen-Vilson and Tyler's strongest piece of putative counter-
evidence, involving the parsing of ambiguous eymtactic 6&tructures
such as 'shaking bande'. I show that their analysis dapends on a
failure to distinguish facts about syntactic structure from facts
about pragmatic plausibility, and that once this distinction is zade
the modularity position reaains untouched.

1. Background

A central isgue in the study of cognitive systems i the aextent
to which spacific domains (language, vision, auditory perception)
function auvtonomously, in accordance with their own specific
principles and proprietary data bace, and the extent to which they
call on principles common across domains and information from a
range of scurces. There i{s a continuum of viaws possible, from a
etrictly bottom-up modular view to a Gtrongly interactive position.
A modular view of mental procesees along the lines of Fodor (1983,
1986> allows for module-intarnal {nteraction and for a weak
interaction (to be explained below) between the modular processor and
the central systams domain of conceptual/propositional represent-
ations. In bis view wmodular systems tend to have a cluster of
properties which distinguish them from non-modular systams: i.e. they
tend to be specialised computational systems, fast and mandatory in
their operations, bard-wired, innately specified, and, nost
inportantly in bis viow, informationally insulated: °*Computational
modules are domain-specific and thoy're also conputationally
(informationally) eoncapsulated in the sconse that nat all the
information available to the organism for some task or other needs
to be available to any given module for the performance of its
conputations.” (Fodor, 1986, 12).

Anong the mental processes that he proffers as forming such a
module are those of the language faculty, in its function as an input
systam, i.e. a system which converts transduced linguistic stimuli
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into rapresentations which can {nteract inferentially with other
higher level, presumably conceptual, ropresentations which may have
been derived from other saensory stimull, or be longer-standing
assunptions, retrieved from encyclopaedic memory.

This view of language processing as modular should be
distinguished from others in the literatura, as it i far less rigid
than mnany. It doesn't entail etrict seriality of processing, in
particular it doesn’t entail the clausal hypothesis, whereby the unit
of syntactic analysis is taken to be a clause and any interaction
with semantic context is precluded until the clause boundary is
reached. According to Fodor ®... semantic {nformation is never used
to predict syntactic structure, but a line of analysis on which the
parser 15 engaged can be aborted whenmaver it produces structures
that resist contextual integration.” (Fodor, 1983, 134-S). That is,
contextual information comes in to assess the analysis bit by bit as
it 16 computed by the language system; feedback ic limited to
acceptance and rejection. There is a real question as to what the
“bits” or units of analysis are, but at least {t is evident that Fodor
iBposes no a priori restrictions on this, such as a whole clause.
His is very much an on-line interactive theory, though with certain
restrictions on the nature of the interaction.

Secondly, while precluding top-down information flow from
central concoeptual sources Fodor doesan't preclude top-down flow
internal to the module, i.e. he's bappy to explain such wall-attested
phenozena as phoneme restoration and the word Riunarigrity affect {n
tarngs of bigher levels of tho language module affecting lower levels.
(Thesa background issues and athers are discussed in greater detail
in Carston 1988.)

2. Vord recognition

A model of word recognition which eeems to me to perfectly
exemplify the picture given above is the ravised cohort mnodel of
Marslen-Vilson (1987). Before briefly considering this though, a
word or two on the original cohort model {(see Marslen-Vilson and
Tyler, 1981>. If we recognise three phases in word recognition:
accesa, selection and integration, tba access phase 1is entirely
bottom-up (stimulus-driven), while the selaction phase, in the first
verglon of the cohort model, involves an interaction baetween the
dictates of the sensory stimulus and contextual constraints imposed
by the place that the word is to take in the evolving syntactic
structure and in the higher level conceptual representation. So,
roughly, the first couple of phonames activate all of thcse words in
the listener's maental lexicon which begin with that initial scensory
sequance, making up what is known as the ward-initial cohort. Tbem,
if the word is part of an utterance, ratbor than baing heard in
isolation, syntactic and interpretative specifications, along with the
continuing censory imput, cause candidates to drop cut of the pool.
Selection has occurrod when a single word candidate remains which
matches both the context and the soncory input.

Thic highly interactive picture hos always seemod to me to ba
sopewhat at odde with the results of exparimental work by Swinnay
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and his colleagues, despite Marslen-Vilson and Tyler's approving
reference to them (Marslen-Vilson and Tyler, 1981, 114). Vbat these
results show is that upon encountering an ambiguous word, a homo-
phone, hearers can‘'t help but select both lexical itams conforming to
the phonological type, evan when the overall context is clearly
biased in favour of one sense over the other. An instance of the
crucial kind of example is:

(1) The man was not surprised when he found several spiders,
roaches and other bugs, in the corner of his room.

Subjects were presented auditorily with such seantences and were
required to make a lexical decision regarding a string of letters
presented to them visually at the acoustic offset of tho ambiguous
word, marked here by a . Reaction times to words concaptually or
associatively related to either of the sengses of the homophone (such
ac 'spy' and ‘ant' in this example) wero found to be equivalent and
significantly fastar than reactions to words unrolated to either
sense (such as ‘sew’'). So words rolated to either sense are primed
and the preceding context (which in thie example strongly biases for
the insect sonse of 'bug’) has no aeffect on the selection process.
That is, the two competing candidatas remain active at the point when
the complete sensory stimulus has been received, contrary to the
predictions of the first cohort theory. It should ba noted that the
uumophones tested imcluded a large numbar of two syllable caoses
{‘panel’, ‘organ’, ‘table’, ‘duty') for which tke same result arose.
This is important since it night be possible to argus that with at
least some one syllable words, such as ‘bug’, thare isn't time far
contaxtual constraints to axerciese any influence before the entire
sensory input is received and conmplotes the job. )

The results seem to be particularly robust, having been
replicated saveral times by Swioney and his colleagues and by
Tanenbaus and his (see Seidenberg, Tanenhaus, Leiman and Bionkowski,
1982, and, for a goneral overviow of relevant work, Tanenhaus and
Lucas, 1687). BHven when there are large differences in frequency of
one of the two senses, as is tha cace with ‘pen’ and ‘scale’ and a
contextual bias is sat up which favours the sense which is also the
more frequent one, even then, words related to both censes are primed
and to roughly the same magnitude, (see Onifer & Swinney 1981).

0f course context does vary rapidly have an effect, within 3
syllables on Swinney's account, and perhaps even oarlier, so that
when visual precentations wore made at /corn a ar/ only ‘ant’ wae
facilitated: i.e. a laxical docision for it was made significantly more
quickly than for ‘spy' which fell in with ‘sew’ at thie later point in
processing. At this (post-modular) ctage, integration of the word
into the higher level repraosentation has taken place, with the
rejoction of tde other sense. This is not at all surpricing and
doesn't bear on the issue of whether procecees of ward rocognition
(in particular salection) are modular or not.

Let's look at the predictions of the first cohort nodel, taking
the two syllable bomophone ‘camel’, the name of a kind of animal and
the name of a kind of cigarette. In (2) the word ‘camel’ occurs in a



context which atrongly biases expectations towards the cigaratte
understanding:

2) MNary bad been smoking for many years. Although she gave
up when she devaloped bronchitic she still can‘t resist the
occasional /kxa.../

The word-initial cobort on the basis of /k= m.../ aight icclude the
following: cam, camber, camel 1, camel 2, cameo, camara, camisole,
camouflage, camp. campus, kanikaze. I'm not aspecially concerned with
the possible effects of syntactic conetraints hare but let's cay that
they push ocut any verb candidates in the pool, o.g. the verbal form
of ‘camp’. Interpratative/conceptual constraints, however, should
knock off quite a range of these, in particular they should cause
‘camel 1° (tho animal concept one) to be dropped. But of course wo
kmow from the Swinney recults that at the acoustic offset of
anbiguous words, in this case at the offget of the lateral /1/, both
itens are still highly activated, i.e. even given this biacing contaext
we would find reactions to both of, say, ‘desert' and ‘cigarette’
significantly facilitated relative ta a word unrelated to eithar
6anea. An attenpt to marry the cohort viaw with the Swinney
findings would bave to say that ‘camel 1° gots dropped from the
cohort on the basie of contextual constraints but somehow
rointroduced when the full ioput atimulus has been roceived. This
would seez to be an catirely pointless procedure and it {6 quite
unclear how it would work.

In fact this is just a special case of a nuch more geseral
problen, paintod cut by HNorris (1982), which 18 that of accounting
for bow it i that contextually inappropriate words are aver
recogniced. Pragmatically anomalous usas of words as in (3a) and
aven senantically anomalous uses as in (3b) are recognised rapidly
and accurately:

(3) a. Jobn buried the guitar.
b. John drank the guitar.

Narslen-Vilson (1987) himself points this cut and it is one of the
considerations lying behind hie ravised cohort modal. He introduces
various changes, the most intaresting from our point of view baing
the following: “context plays no role in the processes of fora-based
access and salection® (1987, 71), “the activation levels (of tho
various candidates in the cohort) are a neasure of the relative
goodness of fit of the candidates to the bottom-up input, and context
does not tampor with this measure® (1087, 98). In this revised
picture there is no suppressing of cne of the ‘camel’ words by
contaxtual constraints and it makes perfoct cense that there should
be priaing of words related to both cences when they are presented
at the offset of the homophona. Context comes into play
subsequently, at the integration phase, and accounts for the rapid
disappearance of equivalent priming. As Marslon-Vilson sees it, both
items are presented in parallal to compete for the available sites in
the bigher-level (conceptual) representation. Any decent pragmatic



measure of good fit, such as Sperber & Vilson's principle of
relevance for example, will choose ‘camel 2' immediately.

All of this seams to comport very nicely with the Fodorian
wodularity picture. Ve bhave bottom-up, encapsulated access and
saelection processes which are internal to the language nodule, and
theso “"send up™, as it were, a set of candidates to the higher level
rapresentation, tho message or discourse level, in ceatral eystems
conceptual format, where they are integrated in accordance with
pragnatic principles that operate at that level. If thigs were all a
person knew of Narslen-Vilson's work she might think that what ghe
wag encountaring was work within a modular framework. Salected
passages of Karslan-Vilson and Tylar (1987) (hereafter M-V & T)
night confirm this, for example: ®top-down influences do not control
its (tho language processing system's) normal first-pase operations”
M-V & T, 1987, 37). Assuning the following distinction, due to
Crain 8 Steedman (1985):

¥eak interactionism: linguistic (syntactic and laxical)
processing indapondently eets up the alternatives which
semantics and context choose amongst.

Strong interactionisn: samantics and context are predictive,
that is, they influence which syntactic/lexical entiticc are
accessed in tho first place.

it would geem that both Fodor and M-V & T aro maintaining a position
of weak interactionisa.

3. Strong interactionisa and paruing.

The conclusion arrived at in the last soction does not however
mesb with M-V & T'c intentions. The title of thoir paper is “Against
modularity”; in it they challenge Fodor's thesis point by point and
they take a strong interactionist position on tbe processing of
gyntactic ambiguities, that is, the pcsition that a strongly biased
context will actually predict an analysis and thoreby causo only one
structure to be accessed or computed.

Lat's look now at an axperiment that thay did some time ago on
thoe processing of anbigucus phrases such as ‘visiting relatives',
'‘growing flowers', etc, ambiguous between a varbal/gerund understand-
ing and an adjectival understanding. I'm intarested in looking at
this experiment, as opposed to any of the othors in the 1987 paper,
bocause it seams, at least initially, to give the best support for a
ctrong interactionist position. Tho structurally ambiguous fragments
were presented to tha subjects asuditorily, through head-phanas, the
phrase proceded in each cass by a clause whose sense should bias
expoactations towards one of the possible structures. Some examples
are given in (4):



- 345 -

(4> Verbal:
If you want a cheap holiday, visiting relatives ...
As a traditional way of gaining votes, shaking hands ...
If you've boen trained as a pilot, landing planes ...

Adjectival:

If you bhave a spare bedrcom, visiting relatives ...
If you're trying to thread a needle, chaking hands ...
If you walk too vear a runway, landing planes ...

In both types of case, at the acoustic offset of ‘rolatives’, 'planes’,
etc, eitber IS or ARE was flashed up on a ecreen and the subjects’
task was to pame the word on the ecreen as quickly as pessible. IS
is an appropriate continuation for the verbal casa, ARE for the
adjectival, where this appropriateness or otherwice is detarmined by
the preceding context clause. So, in some cases tho word flashed up
was an appropriate continuation, in others {nappropriate.

The results were clearcut and not at all surprising: reaction
times to appropriate probes were significantly faster than reaction
times to inappropriate ones acrosc both the verbal and the adjectival
cases. From this result alone I don't think N-V & T can make any
claims about contextual information <(contained in the preceding
clausa) directing syntactic analysis, eince obvicusly there is nothing
to stop Fodor or any modularist from claiming that the tize
difference is caused by the difficulty of contextually integrating the
inappropriata continuation. That is, the effect is occurring at the
stage of assimilation into the higker lavel raepresantation rather
than at the stage of accesasing of the syntactic structure. Hance tke
process affoctoed is not the parse itself but a module-aextarnal one.
Vhat's crucial for this to even begin to look like counterevidence to
Fodar i{s the raesults that X-V & T got for camparable UNambigucus
phrases, such ag thoge given in (5):

(5) Verbal:
=aking movies, mixing drinks, cleaning teoth,
whistling tunes, firing employees, turning corners,
carving meat, shouting insults,

Adjectival:

creaking stairs, working mothers, travelling
calesnen, flattering remarks, shooting stars,
wading pools, dancing clasees, landing lights,

These were tested in the same way as outlined above, each betng
followed by an appropriate or inappropriate word: IS or ARE
sometines, but also a range of other verbs, e.g SEENS or SEBN,
BECOXKBS or BECOME, etc. Again there was a significant difforence in
naming times for the appropriate and inappropriate probes, and 1t
was pretty much the same sort of differance as for the ambiguous
cages, that 1 around 30 msecs.

It is thic that gives somo forco to N-V A& T's claims.
Accarding to thom, in these cases no decision has to be made batween
two syntactic structures, since there is only one possible analysis
in each case. Assuming this, the absolutely parsllel results for the
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two types of case (ambjgucus and unambiguous) can be explained as
follows: in the ambiguous examples it is not the case that both
structures are accessed (computed) with a subsequent choice nade
botween them; rather the information given in tbe contaxt clause
which blases for one etructure over the other actually feeds directly
intc the language processing sycstem and {nfluences thae parsing
process so that only one etructure is accessed and no process of
disanbiguation is required. “"Instead of arguing that both analyces
waere computed and that one was later selected, wa argued that contoxt
affected the parsing procsss directly, so that only one reading was
evaer copputed.® (X-V & T, 1987, 49, reforring to their original
presentation of the experiment in Tyler & Marslen-Vileon, 1977). The
experiment was rerun in 1984 by Marslen-Vilson & Young, to control
for a possible confounding factor (the presence of singular and
plural cataphoric pronocuns in the context clause), with aessantially
the same pattern of results. Ve seem then to have here a casa of
gtrong interaction, a case of contextual information, given by the
preceding clause, having a predictive role rather than merely an
accept/reject role.

If this is all correct, celecting a structure when faced with a
syntactic ambiguity 16 a very different kind of process from the
accessing and selection of a word when faced with a lexical
anbiguity. Vhile lexical selection is entirely bottom-up, &timulus-
driven, etc, syntactic celection can bo top-down, directed and
controlled by contextual factors of cemsa and plausibility. This may
ba the way things are, though it does raise a number of questions,
such as (1) Vhy ghould such a difference exist? (i) How is this
strong interactionisn possible? That is, how does a higher level

representation comnunicata with tke processes of syntactic
analysis? Since I don't think the putative difference really does
oxist, 1 chall leave such questions for others to addresas (those who
are convinced by Marslen-V¥ilson & Tyler).

4. Distinguishing the unambiguous frum the bhighly plausible

1 want to consider now another way of lcoking at N-¥ & T's
results, an interprotation which won't raise these sorts of questions.
Lat's lock again at the allegedly unambiguous phrases in 5).

Row it is gonerally true that thesa are gconcaptually
unambiguous, by which I mean they recaive only ome interpretation
across a wido range of distinct contoxts. You can't get an adjectival
interpretation for the verbal cases: you don‘t get teoth that clean or
povies that maka, tunes that whistlo (though there is of coursa the
intarpretation ‘tunes far whistling'), drinks that perfora aixing
operations, etc. Simtlarly, the idea is that you can't get verbal
intorprotations for the adjoctival cages: you can‘t frighten novaels,
travel calesmen, shoot stars, etc.

Bven if we aro willing to go along with thic view, it certainly
doesn‘t hold for these -ing words in general, at least not for those
which have iransitive verbs as their base. And, ac it bappens, all
of tho examples used by T & N-V (1977) did {nvolve transitive vorbs.
In the 1987 paper, however, they mention the oxample of ‘'sailing
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faces' and 'smile’ 15 presumably esubcategorigsed as {ntransitive 60
that ‘smiling’ has an adjectival relation to the following noun.
Perbaps this exampla was used in the unpublished Marslen-Vilson &
Young rerun of the experiment, but, even 1if it was, the overwhelming
majority of verbs used were traneitive. Thic means that all the -ing
words taken alone could bo interprated as efther gerunds or
adjectives, and since most of them can take objects tke V-ing + HP
configuration also has the two possible syntactic analyees.

Vbat thie suggests to me ic that actually all these phrases are
6tructurally/syntactically ambigucus, and that it's the scamantic/
conceptual contant of tbe phrace as a whole which determines whether
the -ing word is verbal or adjectival. Given that, it is by no means
obvious that only one eyntactic structure is accessed even in these
suppcGedly unambiguous cases. Rather, I would say a verbal and an
adjectival reading for each phrase is accessed and cent on up to the
central eystems for contextual integration. Here the intanded
(plausible/relevant/cansible) meoning is ostablished via intaraction
with real world non-linguistic knowledge about the relationship of
cleaning and teath, turning and corners, wmixing and drinks,
frightening and novels, shooting and stars, etc.

Such an account is a complate reversal of X-V & T's analysis.
They start from the assumption that only ome structure is accessed
by the language input system in their *unanbigucus® cases and, since
reaction times for the anbigucus cases are much the came as for the
“unambigucus® cases, their conclugion is that hYere too it must be that
only one structure is accessed. I'm starting from an assumption that
two structures are accessed in the ambiguous cases and arguing that
the same goes foar the so-called unambiguous cases because thay are
in fact gtructurally ambiguous. Certainly, in most of the cases in
(5) the plausibility of one of the possible interpratatiocns is
overwhelmingly greater than the other but there is no reason to
Guppose that this concaptual disambiguation is a job performed by the
processes responeible for syntactic analysis, dependent as it is on
encyclopaedic information.

In fact we wouldn't want such poesibilities as a gerund
interprotation of ‘shooting stars' <(e.g. ‘shooting s&tars is ay
favourite hobby'), or an adjectival interpretation of ‘whistling tures'
(tunes good for whistling?, to be ruled cut as impossible anpalyses.
Bven some of the wairder anes, such as teoth that clean, might occur
in certain fictional contexts. It would be hopeless if these wore
treated uniformly as syntactically unambiguous; it would mean we
could never undarstand them, which is eimply not the case, just as we
can undoretand lexical items even when thoir use is senmantically or
pragmatically ancmalous.

In all theso cases then, whether concaptually aabigucus (two
plausible readings) or unambigucus (ome much mare plaugible than tha
other acrose the majority of contexts), two syntactic structures may
bae accessed and presented in parallel to tho higher lovel discourse
representation which makes a choice batwoen them on the basis of
background and contextual information. In Marslen-Vilaon's waords we
thoreby “"exploit the capacity of a parallel system for multiple
access and nultiple assessment® (1987, 100), i.e. the contral
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integrative &system can pursus several 1lines of analysis
6inultancously. If this view of the processing of syntactic
ambiguities is correct, what looked initially like a case of strong
interactionism turns out instead to be weak. It is not, after all,
radically different in this respect from the processes of word
recognition but, like them, is quite consistent with the modularity of
the language system.

5. Bvidance far a parsing strategy?

I wouldn't in fact want to cling adamantly to the parallel
accecsing and processing of these structures. There may be a
preferred structure which is alwaye tried first, with the second ona
considered only if the first one is rejected by the contextual
integration processes. There have been varigus proposals along these
lines for parsing etrategies which achieva overall economy and apeed
in processing at the price of sometimes making the wrong first shot.
So, for instance, if Lyn Frazier's Ninimal Attachment Strategy is a
hauristic employed by the language input system the prediction is
that in many cases of syntactic ambiguity cnme structure 18 given
first try-out. This strategy is given in (8):

6) Incorporate each item into the evolving structure using
the fowest nodes consictant with the grammar.

The existence of such strategies 1s quite consonant with the
modularity of the language system: Fraziar's idea is that they are
part of the language module and thuc take priority over any broader
contextual influaence on parsing, which may however over-rule them at
a later stage in processing (see Frazier, 1985, and Ferreira and
Clifton, 1986, for evidence that this is s0).

Vhat this particular strategy would predict for the sort of
phrases we've been concidering, or indeod for the -ing word alone, is
that tha adjectival analysis is chosen first eince a verbal analysic
would require more nodes, presumably at least an additional S-node
and an empty category BP subject. The system would always try the
adjectival amalysis first; in the transcitive cases this would be
confirmed by the following noun and the syntactic analysis would
continue smootbly. Subsequent submicsion to the higher level
discourse representation naturally brings into play constraints of
sonca and plausibility. If tho analysis proves unsuccessful here, it
is rejected and the parser has to try agasin, in accordance with tha
sart of weak intaraction botwoen parser and caemantic contaxt that
Fodor envisages. In this case the parser takes up the ather option
offered by tho grammar, tho option which isn't in accord witk the
parsing strategy, and subnits it for contextual integration.

Vby should wo bother to consider this possibility? After all,
parallel accessing and assessmont are much more in keeping with the
current view of the human nind as capable of a massive amount of
parallel coaputing and certainly tke eovidezce seams to ba that
laxical access, saloction and integration works like this. Vell, in
addition to the evidence that Frazier and her colleagucs have for the
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strategy (which I won't review here; see, for exanple, Frazier, 1987,
and Clifton & Ferreira, 1987) it looke as if it night explain some-
thing puzzling in M-V & T (1987). Vhen they talk briefly there about
the rerun of the syntactic ambiguity aexperiment done by MNarslen-

Vileon & Young they summarise the results in a graph, which 16 given
in (7): -

(7) NMean naming latescies (in meecs) for appropriate and
{nappropriate IS and ARE targets:

460 -
IS
450
440
ARB
430 |-
420
| |
APPROPRIATE IHAPPROPRIATE

Ve gee hero the cignificant effect of contextual appropriateness on
response times to the IS and ARE probes, a difference of arcund 20
msecs. in each case, but what is curicus i{s that the two lines don‘t
coincide. Vhy was the naming of IS always clower than the naming of
ABE, even when IS was an appropriate continuation and ARE was an
inappropriate one? M-V & T don't remark on this.

Serial access of syntactic structures in accordance with some
preferential strategy cuch as the Nininal Attachment Strategy would
provide an oxplanation. If, when confronted with one of these ~ing
phrases, tha parser goes for the adjoctival reading, then, given the
plural noun in all the examples here, tho continuation of ARB is, at
this stage, more appropriate than IS. Only whaen the structure proves
unable to integrate with the preceding context clause and so is
rejocted will the gerund structura be accessed. If this {s the way

wark, naming of IS could never be faster than naming of ARB
and that's exactly what the graph shows us. This then locoks like
suggestive evidence for such a strategy, imposing sarial access.

Bither way, whather there ie multiplo access from the beginning
or serial access in accordance with some parsing strategy, we have a
case of a linguistic process which interacts woakly with context and
which bears all the marks of a modular process.
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6. Coucluding coamants

If cognitive processors are computational systenms, and the
modularity dispute considered hare takes this ascumoption to be
common ground, then “they have access to information solely in virtue
of the farm of the representations in which it is couched” (Fodar,
1983, 40-41). That 1is, computational processes are syaiactic. This
gives rise to what can be called “the format constraint® on wmental
processing: neither acoustic representations nor primal skatches, for
instance, can interact inferentially with conceptual thought, nor,
presumably with each other. As Podor (1983, 40) puts it: “what
perception must do 18 to so represent tho world as to make it
accessible to thought. The condition on appropriateness of format ie
by way of enpbasising tbat not every representation of the world
will do for this purpose”. It is the cystems responsible for
achieving commonality of format, that 16, tho perceptual systems and
language, that Fodor propcses as mental modules.

This view of cognitive architecture as in part modular aad in
part nonmodular (the central conceptual eyetems) soems to offer just
the right amount of flexibility: it is an interactive picture with
only such restrictions on interaction as make it possible to conceive
of bow the whole systan might actually work. Bncyclopacdic and
contextual information does not direct syntactic processing because
{t capnnot; the two lavels of reprecentation are not yet in a common
language cnabling them to communicate. 1t the format constraint on
mental processing 1s a necessary constraint on processing, and it
coems to ba so, at least within a symbolic computational theory of
mind, tben Fodorian modularity gives us an account of how
information from a range of sources, auditory, visual and linguistic,
together with existing boliefs, can ultimately gat together in a
common code and interact infereatially in the ongoing process of
establiching an accurate representation of the world.
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