ProSynth bridge: Tools for robust, natural-sounding speech synthesis



PART 1: PREVIOUS RESEARCH TRACK RECORD

1.1 THE PROSYNTH-1 PROJECT


(http://www-users.york.ac.uk/~lang19/)

EPSRC grants GR/L 53069 (Cambridge, £91k), 52109 (UCL, £95k), 51829 (York, £80k), 1997-2000: An integrated prosodic approach to device-independent natural-sounding speech synthesis. PIs Sarah Hawkins (Cambridge), Jill House, Mark Huckvale (UCL), John Local, Richard Ogden (York). 

We have established a successful track record as research collaborators in that the above EPSRC-funded ProSynth grants between the University of Cambridge, University College London and the University of York have proved creative and fruitful. As promised, we have demonstrated the effectiveness of our conceptual framework, the linguistic representation, the software architecture and the collaborative research approach to synthesis for a limited range of utterance types. Concrete achievements include: 

· a new open speech synthesis architecture based on XML and a declarative knowledge framework; 

· codification of knowledge for phonetic interpretation in the domains of duration, intonation and spectral colour for a limited number of sentence types and phonetic segments; 
· demonstration of the value of the ProSynth linguistic formalism and knowledge through perceptual tests;
· dissemination of the fruits of our research through articles and software. 
In 24 funded months per site, we produced two substantial papers, both of which have been accepted for publication after peer review, and nine 4-6-page camera-ready papers associated with conference presentations. The two refereed papers are in press: a joint position paper [47] in Computer Speech & Language discusses the ProSynth philosophy and outlines research to date, including initial perceptual test results; and an invited 24-page paper describes ProSynth’s fast copy-synthesizer [23]. Conference and workshop presentations involving publications are:

· the 5th ICSLP in Sydney [16]

 REF r30 \h 
[9]; 

· the 3rd ESCA/COCOSDA workshop on speech synthesis at Jenolan Caves [20];

· the XIVth ICPhS in San Francisco [21]

 REF r85 \h 
[33]

 REF r32 \h 
[46]; 

· Eurospeech 99 in Budapest [34];

· IEE Meeting on State-of-the-art in speech synthesis in London, April 2000 [17];
· ISCA/Crest Workshop on Models of Speech Production in Kloster Seeon, Bavaria, Germany, May 2000 [22].
Aspects of the project were/will be presented at the international COST 258 workshops in Vigo (1998), Lausanne (1999) and Stockholm (Apr 2000), at U. Provence (Jan 2000), DERA, Malvern (Mar 2000), and BAAP Colloquium (Apr 2000).

These achievements depended crucially on the participation of all three sites.  Individual site contributions included: 

UCL: recording and automated annotation of the speech database, exemplifying selected structures; implementation of the linguistic representation and lexicon in XML; intonation modelling; development of a prototype text-to-speech (TTS) tool. 

Cambridge: modelling and synthesis of systematically varying acoustic fine detail at the segmental level; development of PROCSY [23], a new tool embodying a hybrid approach to fast copy-synthesis using HLsyn; main responsibility for co-ordination, design, administration and analysis of perceptual tests.

York: integration of linguistic levels; development of formal phonological representations for which phonetic interpretations can be stated; implementation of a hierarchical, structure-driven duration model.  

The Collaboration used common tools and accessed a common database; all sites contributed to the enrichment and updating of the linguistic representation which drives ProSynth synthesis; all participated in the design of sometimes innovative perceptual test procedures.

Continued collaboration is essential if we are to build on our past work, which relies on integrating levels of linguistic knowledge for phonetic interpretation.  A revised proposal for a new programme of ProSynth research, in which we will model systematic phonetic variation associated with selected aspects of grammar and discourse function, is in preparation. The support we currently request for tools development and dissemination will allow us to demonstrate the effectiveness of our work better, and to produce future research more efficiently.

1.2 PARTNERS

1.2.1 Cambridge (Sarah Hawkins, Sebastian Heid)

Sarah Hawkins has a long history of research in speech, focusing on analysis, synthesis, and perception of phonetic contrasts [1]

 REF r51 \h 
[10]

 REF r52 \h 
[11]

 REF r55 \h 
[51]

 REF r53 \h 
[52]. Her contribution to the Infovox TTS system (1990-95) demonstrated her ability to apply acoustic-phonetic knowledge to speech synthesis-by-rule, and led to her interest in properties that underlie the perceptual coherence of speech [13]

 REF r50 \h 
[14]

 REF r56 \h 
[15]

 REF r14 \h 
[21]

 REF r44 \h 
[55] and the contribution of phonetic detail to spoken word recognition [12]

 REF r57 \h 
[18] [19]

 REF r102 \h 
[22]

 REF r58 \h 
[40]

 REF r59 \h 
[41]

 REF r103 \h 
[52], which informs much of her work on ProSynth. Sebastian Heid, whose doctoral research in Munich gave him wide-ranging relevant skills, has played a key role in ProSynth: programming HLsyn interface and rule system (PROCSY), acoustic analyses of systematic phonetic detail (especially spectral), and doing perceptual experiments.

Relevant funded work in Cambridge: Infovox AB, Stockholm, 1990‑3 (£58k): Synthesis of British English segments in a multilingual synthesis system. (P.I. Hawkins). Esprit SUNDIAL project. Telia Promotor Infovox AB, Stockholm, 1993-5 (£45k): Synthesis of British English. (P.I. Hawkins). Both grants, done in collaboration with House at UCL, concerned timing and spectral segmental quality, and a range of other rules e.g. grapheme-to-phoneme, morpheme-stripping [13]

 REF r50 [14]
[31]

 REF r55 [51]. Swiss National Fund for Scientific Research, 1999-2000 (£1.2k): Towards a non-segmental computational model of spoken word recognition (P.I.s Hawkins, Nguyen). EPSRC, 2000 (£1.2k): The role of distributed systematic acoustic-phonetic detail in spoken word recognition. (P.I.s Hawkins, Nguyen). Both grants are for acoustic-phonetic analyses of dependencies between onset /l/ and coda voicing, perceptual experiments, and preliminary modelling; their focus on the perceptual role of long-term segmental dependencies is relevant to ProSynth research [18]

 REF rd \h 
[19]

 REF r58 \h 
[40]

 REF r59 [41]. 

1.2.2 UCL (Jill House, Mark Huckvale, Jana Dankovičová, Rachael-Anne Knight)

Jill House has wide experience with modelling intonation and voice source for TTS synthesis. Recent work on F0 alignment [32]

 REF r61 \h 
[56] has been directly relevant to ProSynth modelling. Mark Huckvale has extensive experience in speech synthesis (currently vice-chairman of COST 258), speech recognition, speech signal processing and software development. As RA on the ProSynth project, Jana Dankovičová made a significant contribution to intonation modelling. Her PhD research into linguistic factors contributing to articulation rate variation [4]

 REF r7 \h 
[5] is important to our forthcoming proposal.  Rachael-Anne Knight, ProSynth RA for the last 6 months, has proved able in statistical analysis and strong in the types of skills required in WP2 (systematising knowledge from the three different areas).
Relevant funded work at UCL: SRU F7T/50574/C, 1985-89: Improvements to speech synthesis-by-rule algorithms (P.I. Fourcin, R.A. Jill House).  Intonation modelling for the JSRU TTS system [24]

 REF r63 \h 
[25]

 REF r64 \h 
[35]

 REF r65 \h 
[26].  SERC GR/F/30642, 1989-92 (£110k): Natural voice source synthesis by rule (P.I. House from 1990). [49]

 REF r67 \h 
[50]. Infovox AB/Telia Promotor Infovox, Stockholm: consultancy, 1989-93 (P.I. House): Prosodic modelling for British English TTS and interface with linguistic generator for dialogue application (Esprit SUNDIAL project) [27]

 REF r69 \h 
[28]

 REF r70 \h 
[29]

 REF r71 \h 
[57]

 REF r72 \h 
[30]. In collaboration with Hawkins at Cambridge.  EPSRC GR/K75033, 1993-6 (£176k): The development of an automatic parsing system using the ICE corpus as linguistic knowledge base (P.I.s Greenbaum, Huckvale, R.A. Fang). In collaboration with UCL Survey of English Usage: spoken corpus for prosody research (PROSICE), development of fast and robust grammatical parser [7]

 REF r74 \h 
[8], later adapted for automatic speech chunking (SpeechMaker [54]). EPSRC GR/L25639, 1996-9 (£170k): Automatic cue-enhancement of natural speech for improved intelligibility (P.I.s Huckvale and Hazan).  Enhancement of acoustic-phonetic cues to improve speech in noise. EPSRC GR/L81406, 1998-2001 (£167k): Enhanced Language Modelling (P.I. Huckvale, RA Fang). Linguistic approaches to statistical language modelling.

1.2.3 York (John Local, Richard Ogden)

John Local has a long history of research in spoken language, focusing on the analysis of phonetic detail [36]

 REF r37 \h 
[37]

 REF r39 \h 
[38]

 REF r40 \h 
[39], and Richard Ogden’s work has focused on declarative phonology [42]

 REF r80 \h 
[43]

 REF r81 \h 
[44]

 REF r82 \h 
[45]

 REF r23 \h 
[48]. Their pre-1996 work on the development of YorkTalk demonstrated an ability to combine phonological analysis with detailed phonetic interpretation, allowing for the generation of natural-sounding formant synthesis and improved timing of diphone synthesis. This structure-based approach, with its emphasis on constraint satisfaction rather than arbitrary rules, informed and motivated the previous ProSynth proposal. 

Relevant funded work at York: British Telecom: 1988-94 (£233k): Collaborative work on non-segmental speech synthesis. (P.I. Local). Development of the YorkTalk model of speech synthesis. Some of the linguistic knowledge incorporated in YorkTalk was later used by BT in the construction of the LAUREATE system. British Telecom, 1994 (£30k): Generating spoken language statistics from a non-segmental phonological model. Development of a test-signal for non-linear communication devices. (P.I. Local). Study of phoneme frequencies in various types of spoken material. British Council, 1996 (£3k): British-German Academic Research Collaboration for work on the phonetics of rhythmic and prosodic systems and the conduct of conversation. (P.I. Local). Work based on naturally-occurring conversation.  ESRC Grant R000221880, 1996-7 (£29k): A declarative account of deletion phenomena in English phonetics and phonology (P.I. Ogden). A corpus-based declarative, polysystemic analysis of apparent deletion phenomena in English function-words, of direct relevance to the present project. 

1.3 EXTERNAL LINKS

The PIs have links with many researchers in the field. Hawkins and Local have excellent working relationships with K.N. Stevens and others at MIT and Sensimetrics Inc, which facilitates the development of PROCSY and other HLsyn-related tools. Opportunities for trans-Atlantic commercial exploitation of tools via the Cambridge-MIT Institute are being explored. York and UCL have done funded work for BT Laboratories. Cambridge and UCL have done funded work with Logica and Infovox and have good links with R. Carlson, B. Granström and I. Karlsson at KTH. York and UCL have good links with E. Keller in Lausanne. All have good working relationships with A. Breen at UEA, and with K. Kohler at Kiel.
1.4 CONTRIBUTION

Through their collaborations with Industrial concerns such as BT Laboratories and Infovox, the partners have shown their ability to make a contribution to competitiveness.  Through their commitment to open source, many workers in the U.K. and the world now have access to free tools for speech research.

1.5 SITE FACILITIES

All sites have state-of-the-art research facilities such as Unix machines running speech analysis software, including ESPS and xwaves+, a variety of speech synthesisers, software for statistical analysis and excellent recording facilities, PCs/Macs, and comprehensive technical support.

PART 2: PROPOSED RESEARCH AND ITS CONTEXT

2.A  BACKGROUND

The collaborators have held three linked grants to produce device-independent, natural-sounding, robust speech synthesis by building knowledge derived from linguistic-phonetic theory into a declarative computational model. A renewal proposal was not funded, mainly because the expense of funding three sites, each with an RA, means that the proposal must be completely watertight. Reviewers and panel members had a number of concerns that we must address before such an expensive project can be funded. In view of the difficulties inherent in presenting in six pages a watertight case for support for this collaborative proposal, the EPSRC has written: “the Panel are very supportive of the group and want the work to continue. Given this level of support, [the EPSRC is] prepared to see a bridging grant to support the two research assistants until such time as a resubmission of the full proposal can be prepared, submitted, and considered.” (Letter from Nigel Birch, 27 March 2000.) This proposal is thus for such a bridging grant. It is to last four months from June 1 2000. Because it is described by the EPSRC as a bridging grant, we have one primary goal: to produce work that will be useful whether or not our next full-scale proposal is funded. If the next proposal is funded, the work from this bridging proposal will benefit that next one directly; if the next one is not funded, then work funded by this bridging grant will not be wasted because it will leave a coherent set of synthesis programs that can be used for testing and development by the community at large.

One of the criticisms of the last proposal was that it showed too little knowledge of synthesis research outside our own approach. We will rectify that in the next proposal, but in view of the very specific purpose of this bridging proposal (to continue ProSynth work for just four months), our argument here keeps a narrow focus.

The main concerns of the reviewers and Panel (besides expense) were whether our knowledge-based approach could compete with statistical approaches that use concatenated natural speech. We respond to this seminal issue as follows. Our approach is in fact statistically driven, but we use linguistic and phonetic knowledge to define the domains to which we apply statistical analyses. Our statistics include CART methods [3] to develop the timing model, and ANOVAs to detect fine-tuned differences due to liquid resonance effects and to alignment of turning points in f0 contours. Unlike the standard use of statistical methods in synthesis research, we use linguistic knowledge to distinguish a large number of structural domains because we believe that only by doing so will synthetic speech approach the level of robustness of natural speech in adverse listening conditions. So far, our beliefs have been supported by results of perceptual tests that demonstrate that synthetic speech is more intelligible in noise and sounds more natural when it includes acoustic-phonetic fine detail that systematically varies with linguistic structure [17]
. It is also likely to be easier to process under high cognitive loads (cf. [6]), but we have not yet demonstrated that in our own tests. Because our approach demands that the corpora we analyse contain controlled sets of specific linguistic structures, we are unable to use all the statistical methods we would like to, because no such corpora exist in the public domain apart from our own, and even ours is small due to funding constraints.

Our primary vehicle is in fact concatenated speech. Formant synthesis is used only when we need to tightly control spectral parameters. The practical advantages of using concatenated speech are obvious: it is the accepted current standard, and thus our main testbed. However, our work is intended to be device-independent, partly to make it maximally useful to the community, and also because theory dictates that the information we provide should be translatable into any synthesizer, providing that we identify the right linguistic structures and prescribe the right phonetic form for each. In concatenative terminology, this amounts to saying that the speech will be optimally effective when we have the right units. In other words, in concatenative synthesis we aim to contribute to the prescription of what units should be recorded, as well as to offer f0 contours and timing information on pre-selected units. In formant synthesis, we aim to prescribe spectral, temporal, and f0 values for the structures modelled. In development, we need formant synthesis to test hypotheses about spectral variation that, if supported, will translate into what units should be recorded, and hence selected for particular structures, in concatenative synthesis. Examples of this reasoning can be extrapolated from Heid & Hawkins [21]

 REF r49 \h 
[22]. The former shows that excitation type at boundaries between vowels and obstruents varies with linguistic structure, and must be structurally correct for higher intelligibility. The latter shows that anticipatory coarticulation due to /r/ vs. /l/ can spread up to five syllables from the conditioning liquid; including these effects in synthesis significantly improves intelligibility in noise – 11-17% in [13]

 REF r44 \h 
[55]. These fine-grained spectral influences are difficult if not impossible to investigate using concatenated speech, but, as noted, they affect unit selection for robust concatenated speech.

In addition to the above practical rationale, there are crucial theoretical reasons to use at least one concatenative and one formant synthesizer. Part of our position (so far supported by perceptual tests) is that the quality of the message will be conveyed equally well by concatenated natural speech and by formant synthesis, as long as the synthesis reproduces the systematic variation in phonetic fine detail that conveys information because it reflects linguistic structure. That is, we distinguish naturalness that makes speech sound as if it was said by a human being, from naturalness that makes speech easy to understand because it tells us about the message. Though these two are often confused, they are not the same, as explained and exemplified in [17].  It is only the second type of naturalness that is necessary to produce robust synthetic speech that is easy to understand (cf., e.g. [6]).

We have developed software that parses utterances into ProSynth’s prosodic-phonological tree, then codes the resultant structures and associated parameter values into XML files, which can then be used to drive any suitable synthesizer, by further programs based on a purpose-written language, ProXML. The software architecture is based on two key principles: a declarative rule formalism for the codification of knowledge for phonetic interpretation, and an open framework where the internal representations and processing are easy to study. The first allows rule sets to be combined without clashes of rule ordering. The second allows the system to be developed across sites and makes it accessible to other researchers. We have used the XML output to drive MBROLA synthesis, and to partly drive PROCSY [23], a fast copy-synthesiser that exploits Sensimetrics’ HLsyn formant synthesiser [2].

These tools are usable and publicly available under Windows now, but the few months’ effort we propose below would  much improve their usefulness both to ourselves and to the research community. Their main drawbacks are: (1) They do not yet incorporate all the knowledge gained in the present grant period. (2) Because they were produced fast for specific purposes, they have some weaknesses which make them of limited general use. A relatively small amount of work could correct this. (3) They are not all integrated into a single coherent package. In particular, PROCSY needs work to interface it properly into the rest of the system, and to extend it towards a full synthesis-by-rule system. Future ProSynth research will be facilitated by the proposed work (which was in any case part of the last, unsuccessful, proposal). The proposed integrated package will not only facilitate future ProSynth research (if funded), but also provide a useful, practical outcome of the present research that will benefit the wider speech and language community.

2.B PROGRAMME AND METHODOLOGY

2.B.1 AIMS AND MEASURABLE OBJECTIVES

We aim to systematise and make publicly available all the current ProSynth knowledge and capabilities for synthesizing natural-sounding speech using device-independent prosodic architecture. An integrated package of software tools will be available via the web, and will provide us with a strong starting position for future ProSynth research. It will provide the potential to synthesize the same utterances in both concatenated and formant-based speech, using the ProSynth XML-based linguistic structures, and also fast copy-synthesis of natural speech. It will allow f0 and timing parameters to be manipulated in concatenative synthesis, and f0, timing, and spectral parameters to be manipulated in formant synthesis. Its modular structure will allow a number of different research uses. Measurable objectives are:

1.
An integrated tools package that includes:

(i) A web interface to the current ProSynth synthesis tools, driving concatenative synthesis, to allow demonstrations over the internet, using MBROLA and one other system, ideally Laureate.

(ii) The PROCSY formant-based copy-synthesis tool interfaced to the existing ProSynth tools, and extended towards a full synthesis-by-rule system, PROSY, driving HLsyn.

(iii) The tools and databases developed within ProSynth packaged so that they are easy to download and use on PC platforms.

2.
The rule sets developed under the previous grant, fine-tuned, and checked for correct and robust implementation in the tools described above.

3.
Research papers prepared for refereed journals by expanding conference papers published so far.

2.B.2. METHODOLOGY AND ITS JUSTIFICATION, WITH PROGRAMME OF WORKPACKAGES

In the following sections, Person Months (PM) are calculated on the basis of 2 x R.A. @ 4 PM, 5 x P.I. @ 0.6 PM, and 1 x PI (Ogden) @ 0.5 PM. Ogden will contribute only for the last three of the four months. Because the EPSRC is mainly interested in RAs activities, PMs for each contributor are distinguished individually.

WP1 DEVELOPMENT OF INTEGRATED TOOLS PACKAGE






   Coordinator: Huckvale

A number of software components were generated within the previous project. These include the processing blocks of the synthesis system itself: pre-processor, lexical access, composition and realisation. Other components are the ProXML language interpreter, the Windows shell program and PROCSY, the copy synthesis tool for HLsyn. An important part of this work is to develop the copy-synthesizer, PROCSY, towards a fully rule-driven synthesizer, PROSY. The aim of this work package is to make these tools accessible to others; it will do this by further integration on Unix and Windows platforms, and by making them more robust and easier to use. 

(i) Developments in support of concatenative synthesis. Choice of concatenative synthesizers. Although we will continue to use MBROLA (since we have used it for evaluations and because it is freely available) we aim to develop an interface to another concatenative signal generation system. This will demonstrate the device independence of ProSynth and help identify whether deficiencies are part of the linguistic component or the signal generation component. We would ideally like to interface to the Laureate system, if terms can be agreed with BT Labs to provide the necessary support (discussions are under way). Otherwise, we will use an alternative such as Festival or Microsoft’s TTS system.

Proposed work: The work will involve mapping between the ProSynth linguistic formalism and the required input format for the system; for Laureate this will involve creating a database representation of the linguistic structures which can be loaded into the Laureate system for interrogation by its signal generation component. For MBROLA, there will be no new development other than changes necessary to incorporate new knowledge, which will be common to all the software development (see WP2), and enhancements identified in the testing and packaging work (WP1, Section (iv)).

(ii) Developments in support of formant synthesis. Choice of synthesizer. The existing PROCSY tool provides a fast method of producing formant copy synthesis using HLsyn. HLsyn is far superior to other formant synthesizers in speed of use and output quality. Its quasi-articulatory higher-level parameters allow complex acoustic consequences of vocal tract dynamics (especially those at segment boundaries) to be easily synthesized, and its parameters can be used straightforwardly to translate linguistic structure into acoustic specifications. It is also cheap, and built on the Klatt synthesiser that is the basis of most other formant synthesisers. It is thus still our preferred choice for access to formant synthesis. However, to use HLsyn for general output from ProSynth requires that PROCSY be developed into a more automated synthesis-by-rule process, PROSY. This would take the linguistic representation and make a first attempt at generating all the HLsyn parameters for British English by rule.

Proposed work. For full compatibility with other ProSynth software, Procsy will be rewritten from its current stand-alone state, based on Python, into ProXML, so that realisation can be made from text using the ProSynth linguistic formalism and rules. Heid will write the rule-driven version, PROSY, in a number of stages. Some parameters are already specified by rule, but need refining in certain structural contexts. They include the quasi-articulatory parameters that specify vocal tract constriction areas and locations for the lips, tongue, velum and glottis, and some other HL parameters, e.g. subglottal pressure, which affects a number of properties such as the overall amplitude envelope (hence, perceived stress) and the degree of voicing in stop closures. The copy synthesis version, PROCSY, measures formant frequencies and bandwidths of vowels and segmental durations from the labelled utterance being copied. These values must now be calculated by rule; this represents the bulk of Heid’s proposed work. Formant frequencies and bandwidths will be derived from templates representing YorkTalk knowledge, with additional rules to provide appropriate vowel reductions. The structural context will be used to determine the degree of reduction for each vowel. YorkTalk knowledge and the results obtained by York within the present ProSynth grant period will be used to predict the temporal information, using principles of temporal overlaying. An issue of intense interest to us is how much spectral manipulation is necessary when the temporal relationships between syllabic constituents, and between syllables, are correct. We will not have time in four months to address this issue properly, but we will begin to address it, and we will organise the work so that it can be more fully addressed in the future.

The result of this work will be a modular experimental text-to-speech system using formant synthesis (copy- and rule-based). Its modular structure will not only make it possible to produce synthetic speech either from text or from labelled natural speech input, but also to access intermediate stages, such as the HLsyn parameter file, to manipulate the output further if desired. Thus it will be a powerful research tool for quickly generating high-quality stimuli for perceptual tests that need manipulation of spectral detail, with or without simultaneous manipulation of f0 and segmental duration too.

(iii) Development of a web-based demonstration system. Proposed work. In addition to the standalone programs proposed above, we will make the ProSynth system accessible over the web. Ideally this will be compatible with proposals put forward by the ISCA speech synthesis working group to allow systems to be compared. The web demonstration system can provide a view into the internal representations of the synthesis system since these are expressed in XML. Audio output will be provided through at least one concatenative system. HLsyn is proprietary and will not be part of the package. Users will generate parameter files on the web using the rule- or copy-synthesizer, (PROSY or PROCSY), and then generate the waveform files from their own copy of HLsyn (about $500 from Sensimetrics).

(iv) Testing, Documenting and Packaging. Knight will test and troubleshoot concatenative, PROCSY and PROSY implementations of the synthesizer, and trial-run the web demo system. This will almost certainly lead to small extensions to the current rules for synthesis to cope with a wider range of utterance type. Enhancements we expect to make include simple rules to deal with very short or very long intonational phrases, accent groups with more than one foot, alternative pronunciations for function words, missing secondary stress marks in the dictionary, and linking /r/. Knight will also contribute to writing the users’ manuals. The completed software will be packaged for easy installation on Unix and PC/Windows platforms. (Sensimetrics has given us the HLsyn source code, and Dr. R. Fletcher has almost finished writing the Unix version at the University of York. Heid will advise in the further development as necessary.) Programmers will write users manuals during each relevant development package, following formats already in use in the ProSynth project; they will be advised by Knight and PIs as end users.
Personnel for WP1. Huckvale will be responsible for developing the general and concatenative tools, and for coordinating software development, as he has been in the present grant period. The proposed work on PROCSY/PROSY is a major undertaking, so Heid will spend most of his four months working on it, supervised by Hawkins, and advised by Local and Ogden (re timing) and Huckvale (re implementing in ProXML) as necessary. Knight will support software development, test implementations, and troubleshoot, at both UCL and Cambridge, as described above and in WP2.

Person months:

Heid [3.75]; Knight [1.0]; Hawkins [0.2]; Dankovičová [0]; House [0.1]; Huckvale [0.6]; Local [0.1]; Ogden [0]

Outcomes:
1. An interface between the interpreted ProSynth linguistic formalism and a second concatenative signal generation component

2. An interface between the interpreted ProSynth linguistic formalism and HLsyn parameters for formant synthesis.

3. Improved copy-synthesis (PROCSY).

4. PROSY, a prototype rule driven formant synthesizer based on Hlsyn.

5. Web-based demonstration of the ProSynth system.

6. Users’ manuals.

7. Software packaged for installation on Unix and PC/windows.

· WP1-1  Integrate PROCSY with other ProSynth software 
(CAM, UCL) [0.7 PM]

· WP1-2  Develop PROCSY/HLsyn towards a rule-driven formant synthesizer. 
(CAM) [3.6 PM]

· WP1-3  Develop interface between formalism and new concatenative synthesizer.
(UCL) [0.4 PM]

· WP1-4  Provide web access for ProSynth online demonstrations. 
(UCL)  [0.05 PM]
· WP1-5 Test implementations and troubleshoot (Knight)
(UCL)  [1 PM]


[Total 5.6 PM]

WP2 SYSTEMATISATION OF KNOWLEDGE









Coordinators: House, Hawkins

The phonetic knowledge gained at all three sites during the ProSynth grant period will be collated and systematised. It will be encoded in the ProXML structure (and made available as a report, see WP4-1) mainly by the UCL RA, Knight, supervised mainly by House. More informally, Knight’s role is essentially to feed information about parameter values for particular linguistic structures to Huckvale and to Heid, who will implement them in the concatenative synthesizer and PROSY respectively. Naturally, spectral parameter values will only go to PROSY. Thus, Knight will integrate f0, timing and spectral parameter values for the linguistic structures to be modelled. She will help to prioritize the order of implementation, for example by identifying those structures for which we have the best information, and those which our perceptual test results show to gain most in naturalness or intelligibility when their phonetic fine detail is correct. She will also check that Huckvale’s and Heid’s implementations are correct by comparing program output with intended values. Knight will work mainly from existing material written during the current grant period at each site. If material is missing or unclear, she will liaise with PIs and if necessary RAs. (Carter, the York RA, is willing to answer questions even though he is not employed on the grant. He will be at York, in the lab, finishing his PhD during this bridging four months. Since he is eager to be re-employed on ProSynth in October, he is happy to help. Heid, the Cambridge RA, will be implementing in PROSY the spectral detail he himself has researched during the present grant period, so he is well placed to work on formalisms with Knight.) 

Personnel for WP2. Mainly Knight, aided by Heid, especially for spectral detail, and helped by PIs as appropriate.

Person months:

Heid [0.2]; Knight [2.5]; Hawkins [0.2]; Dankovičová [0.4]; House [0.2]; Huckvale [0]; Local [0.3]; Ogden [0.2]

Outcomes:

1. A report that integrates knowledge from all three sites (see WP3-1).

2. Prioritized list of linguistic structures modelled, with associated parameter values, for concatenative and formant synthesizer input.

3. Parameter values added to XML files for each structure.

4. Areas of remaining weakness identified (see also WP1-5: Test implementations etc.).

· WP2-1  Collation and systematisation of ProSynth knowledge from all three sites,
(CAM/UCL/YRK) [2.55 PM] 

                    and prioritization of structures to be described


· WP2-2  Coding into XML format 
(UCL) [0.95 PM]

· WP2-3  Feed information to Huckvale and Heid for use in WP1
(UCL) [0.5 PM]



[Total 4 PM]

WP3  PUBLICATIONS








Coordinators (site-specific): Hawkins; Dankovičová; Ogden

One concern of the reviewers was that we have fewer refereed publications than they expected. In the 24 funded months of the present ProSynth grant, we produced two substantial papers, both of which have been accepted for publication after peer review, and 9 camera-ready papers associated with conference presentations (see Track Record for details). We will expand some of these conference papers and submit them to refereed journals. To speed submission rates, the papers will (a) expand the most important topics for which camera-ready copy already exists, and (b) focus on research that was conducted primarily at one site. More ambitious multi-site papers are slower to produce for logistic reasons. Additionally, the phonetic knowledge gained at all three sites during the ProSynth grant period will be collated, systematised, and made available as a report (see also WP2).

Personnel for WP3. Although the PIs will be mainly responsible for writing manuscripts for publication, consultation with RAs is essential, especially on matters of detail. Heid will thus contribute to WP3-2, and Knight to WP3-3. Additionally, Knight will be primarily responsible for WP3-1, aided by Heid for information on spectral detail.

Person months:

Heid [0.05]; Knight [0.5]; Hawkins [0.2]; Dankovičová [0.2]; House [0.3]; Huckvale [0]; Local [0.2]; Ogden [0.3]

Outcomes:   Papers are planned from each site as follows:

1. Using statistical models and  hierarchical prosodic structures to predict rhythm in speech synthesis. Speech Communication. Local & Ogden (with Carter).

2. Spread of liquid resonance effects in acoustics of British English. To J. Acoustical Society of America. Heid & Hawkins.
3. Perceptual testing, especially on the tests currently in progress, if they are successful. To Speech Communication. Heid & Hawkins.

4. Structural domains for f0 modelling. To Speech Communication. Knight, Dankovičová, House & Huckvale.

· WP3-1 Report that systematises and integrates knowledge from all three sites (Knight)
(UCL) [0.6 PM]

· WP3-2 Papers from Cambridge
(CAM) [0.25 PM]

· WP3-3 Paper from UCL
(UCL) [0.4 PM]

· WP3-4 Paper from York
(YRK) [0.5 PM]


[Total 1.75 PM]

2.B.4 TIMELINESS AND NOVELTY

These tools are needed for our future work, and can be used to allow others to assess its worth. They will provide novel research tools for comparison with competing public-domain systems. Development of device-independent rules that drive specific concatenative and formant synthesizers should help the debate about the relative virtues of the two types of synthesizer to move beyond opinion to substantive fact: if what matters is the adequacy of the phonetic realisation of the linguistic structures rather than non-information-bearing aspects of the voice, then our work will show that the crucial factor for robust synthesis is the faithful reproduction of the phonetic realisation of linguistic structure, and not the indiscriminate introduction of “natural” voice per se. Likewise, our encoded knowledge will allow comparison of a hybrid detailed knowledge-based/statistical British English system with systems based purely on more general statistical methods, thus placing the crude “knowledge vs. statistics” debate within a more nuanced context.

2.C RELEVANCE TO BENEFICIARIES

SPEECH TECHNOLOGY, COMMUNICATION INDUSTRIES AND ACADEMIC RESEARCHERS. Developers of speech synthesis systems (especially but not only of British English) will benefit from publications: the general linguistic knowledge, tests results, and statistical summaries obtained. Availability of the ProSynth tools on the internet will allow them to test our theoretical concepts and our findings directly. This will make our research more accessible and help other developers to integrate our findings into their own developments more easily.

ProSynth’s open architecture will be of use in the synthesis of other languages, while the knowledge gained will be directly portable to other British English synthesis systems.

SPEECH PERCEPTION AND WORD RECOGNITION RESEARCH (PSYCHOLINGUISTS). The concatenative synthesizer, and both copy and rule forms of the HLsyn based synthesizers, will be useful for experiments with controlled but high-quality synthetic speech that can be closely modelled on real speech or derived by rule, as desired. Links through the XML file to prosodic and grammatical structure make it especially attractive as a research tool for psycholinguists. 

2.D DISSEMINATION

Results will be disseminated over the web and through published papers in refereed journals. See WP1 and WP3.

2.E JUSTIFICATION OF RESOURCES

Staff. Dr. Sebastian Heid at Cambridge has made valuable contributions to the present ProSynth grant, and continuity of his employment would be of enormous benefit to the next phase. As a senior researcher, Dr. Heid is especially valuable in bringing to the project the rare combination of a strong phonetic background, including acoustic-phonetics, and excellent programming skills. He designed PROCSY, and implemented it to its current state in consultation with Dr. Hawkins. He will be fully occupied with programming PROCSY/PROSY as described above, again in consultation with Hawkins (re rules and other aspects of acoustic-phonetic quality), Huckvale (re integration with other ProSynth tools), and Local (who is engaged in extending HLsyn to a Unix-based platform [see WP1(iv) above]). He will also liaise with the UCL RA, Knight, to systematise knowledge at all levels, especially that concerning systematic spectral variation. 

Ms. Rachael Knight, who joined the UCL project in September 1999, swiftly demonstrated her competence with data analysis and has proved an important and creative member of the team. Her continued employment during this bridging grant will be invaluable in ensuring we successfully meet our short-term objectives.

Neither Equipment nor Consumables are requested, to keep costs down.

Travel. Experience shows that meetings are essential to the smooth management of the project. Travel is requested for the PIs to attend two one-day meetings during the four months, one in London, one in Cambridge. These meetings will involve discussion of strategy and management issues around the RA’s work; experience suggests that they will mainly involve coordination issues and procedural and design decisions. The first meeting will also let PIs discuss/ the next grant submission. In this first meeting, each RA will attend that part of the meeting devoted to immediate research issues: no salaried time will be devoted to grant preparation. Train fares are those for day returns tickets. Subsistence is not requested.

Part 3: DIAGRAMMATIC PROJECT PLAN 

Weeks
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17

WP1     DEVELOPMENT AND INTEGRATION OF TOOL PACKAGE:                 
Coordinator: Huckvale

1-1 Integrate PROCSY with other ProSynth software


















1-2 Develop PROSY towards rule-driven formant synthesiser


















1-3 Interface integrated model and concatenative synthesizers


















1-4 Provide Web access for ProSynth online demonstration


















1-5 Test implementations and troubleshoot


















WP2    SYSTEMATIZATION OF KNOWLEDGE:                                                     
Coordinators: House, Hawkins

2-1 Collate, systematize & prioritize knowledge


















2-2 Code knowledge into XML format







 










2-3 Feed information to Huckvale and Heid for use in WP1


















WP3    PUBLICATIONS:                                                                                                                                                             
Coordinators: Hawkins, Dankovičová, Ogden

3-1 Report summarizing knowledge from all three sites


















3-2 Paper(s) from Cambridge (mainly Hawkins)


















3-3 Paper from UCL (Dankovičová, House)


















3-4 Paper from York (Local, Ogden)





































Project Meetings
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X





Weeks
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17

Allocation of person time in calendar weeks:

At or near the full allocated person time 


Half or less than half the allocated person time
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