Subsentential utterances, ellipsis, and pragmaticngichment”

Alison Hall

University College London

Abstract: It is argued that genuinely subsentential phrasesh as a discourse-
initial utterance of “From France” to indicate thevenance of an item, provide
evidence for the reality of the pragmatic proceséree enrichment. | consider
recent attempts to treat such discourse-initiagjrfrants as linguistic ellipsis of
some kind while accommodating the difference betwtbese cases and accepted
types of ellipsis such as sluicing and gapping é@oample Merchant 2007a,b). |
claim that the mechanisms they posit to save apsgdlstory have no role in an
account of performance (an account of the processatierance interpretation).
An argument against the enrichment approach froenitldeterminacy of the
content of subsentential utterances is discussetrefuted, and it is shown how

this indeterminacy is accommodated in a contexdtipliagmatic theory.

1. Introduction: ‘Subsentential’ utterances and thefree enrichment debate

We can utter what appear to be isolated noun pérasepositional phrases, etc.,

such as the expressions in (la)-(6a) below, andellye communicate

propositional contentssome possibilities are given in (1b)-(6b):



1. a. [Glancing at a woman across the room] The editor
b. THAT WOMAN IS THE EDITOR OFMODE MAGAZINE?.
2. a. [Holding up a bottle of wine] From France.
b. THIS WINE IS FROMFRANCE.
3. a. [Uttered by someone trying to pick a robberafd police line-up] The
second man from the right.
b. THE SECOND MAN FROM THE RIGHT ROBBED ME
4. a. [Uttered by a used-car salesman] Only 10,008anllike new.
b. THIS CAR HAS BEEN DRIVEN ONLY10,000MILES. IT'S LIKE A NEW CAR.
5. a. Typical.
b. THAT BEHAVIOUR IS TYPICAL OF HIM.
6. a. Nice shirt.

b. THAT IS A NICE SHIRT/ Y OU ARE WEARING A NICE SHIRT

Such apparently subsentential utterances are teéntitae ongoing debate in semantics
and pragmatics about whether or not all constisiehian utterance’s truth-conditional
content, or proposition expressed, can be tracétketgtanding encoded expression-type
meaning (logical form). Contextualists, includingdanati (1989, 2004), Carston (1988,
2002, 2004), Sperber and Wilson (1986/1995), meirtteat pragmatics can have a far
more pervasive effect on truth conditions than myesipplying values where an
indexical in the encoded meaning indicates thah sugalue is required. According to
the contextualist view, many pragmatic effects ratht conditions, including quantifier
domain restriction, provision of a location with atker verbs, and the interpretation of

the above sentence fragments, are not linguisticadindated; instead, a pragmatically



motivated and controlled process of ‘free enrichtngorovides ‘unarticulated

constituents’ of contenht

Stainton (1994; 2006b) sketches an account of howatware genuinely only
subsentential phrases could be used to explickpress propositions. This account is
located within a view of mental architecture as pasing domain-specific faculties
(including the language system), and central systédmat can integrate information
from the various faculties and from inference aretmory’; his account goes roughly as
follows. The linguistic input is decoded into a ceptual representation that is
delivered to the central system, which is wheregpratic inference occurs; the same
happens with inputs to the other perceptual mod@es vision. Information stored in
encyclopaedic memory or inferred from stored asgiomg is also available in the
central system, and is in the same conceptual fpresarepresentations derived from
the various perceptual and language modules cantégrated by the central system
with information from inference and memory. Intdga, suggests Stainton, is
performed by function-argument application: the a@e utters either (i) a word or
phrase whose content is an argument to some ptapadi function, and context
provides the function, or (ii) a word/phrase whaosatent is the propositional function,
and context provides the argument. Applying thegpsitional function to the argument
results in the proposition expressed. For exampldghe case of (2) above (“From
France”), the central system will receive from tigual module a concept of the bottle
of wine being pointed at (i.e. the argument); theut from the language faculty is a

property concept (the propositional function), aadplying the function to the



arguments results in the two inputs being concéenan the language of thought

(Stainton 2006b: 156-7).

The opposing, far more semantically oriented videfended by Stanley (2000, 2002,
2005a), King and Stanley (2005), Marti (2006), &prand Szabo (2000), and Taylor
(2001), is that all determinants of truth condiare indeed traceable to logical form.
To account for contextual effects including thosentioned above, they are forced to
posit extensive hidden structure in sentencestchigorms — covert domain variables,

location variables, and so on, attached to thevagleovert lexical item.

The main challenge to a free enrichment accouteisharge that it overgenerates: that
to appeal to ‘free’ pragmatic processes is to abaritbpe of explaining how we grasp
truth-conditional content, as such processes appearbe unconstrained and
unsystematic. | won't discuss this overgeneratiarry here; it is addressed in Hall
(2008a) and more fully in (2008b), where it is shothat free enrichment, properly
understood, is tightly constrained given quite gahewidely accepted assumptions
about pragmatic processing. However, the semansiash as Stanley, while having, at
first sight, a more elegant and predictive accafnvhere truth-conditional effects of
context do and do not occur, must account for aluine such effects by positing
hidden structure. If he allowsny free pragmatic effects on truth conditions, then h
faces the same challenge as the pragmatist: he aeteory of what pragmatic factors

allow some enrichments but exclude others.



Here, | focus on how advocates of the semanticagmbr account for data like (1)-(6).
To maintain that the linguistic form of an utterans structurally isomorphic with the
proposition expressed requires denying the existefigenuine cases of subsentences
used to express truth conditions, or propositidssit is agreed that utterances of (1)-
(6) and many similar examples do have truth cooisj the semanticist must show that
they are structurally complete sentences, with stoma of linguistic ellipsis having

applied.

Many authors have already argued that data sucfil)a) cannot be treated as
syntactic ellipsis, relatively uncontroversial exaes of which are gapping and sluicing
(Barton 1990, 2006; Stainton 2006a,b, etc.). lulsahis literature only briefly (section

2) in order to clarify what motivates a differegpé of ellipsis approach, namely, the
recent analyses of Ludlow (2005) and Merchant (206)7 These authors treat
discourse-initial fragments as involving sententiafuistic representations, but also
aim to explain the differences with establishedietaas of ellipsis. In section 3, |

propose a response to approaches of this sortniolgithat they are empirically

implausible as an account of how the truth-condalaontent is recovered, and that the
manoeuvres to adjust the linguistic form of thesngtl fragment to structurally match

the content have no role in an account of compr&ban

One of the arguments used by Barton (1990) andatBtai(2006b) against the idea of
treating discourse-initial fragments as ellipsisthe fact that in the discourse-initial
cases, often no unique content is identifiable at i, they are indeterminate. But

Stanley (2000), in turn, uses indeterminacy asrgunnaent against treating certain cases



of subsententials as expressing truth conditior@m(fwhich it would follow that they

would not involve free enrichment). In section 4argue that the requirement for
determinacy for an utterance to count as expredsiuily conditions is unrealistically
strict, and discuss how this indeterminacy candm®@mmodated in a principled way by
a pragmatic theory that sees linguistic meaningadgally underdetermining of truth
conditions. Section 5 concludes and briefly diseagmplications for the wider debate

about the existence of free enrichment in bothesgidl and subsentential utterances.

2. The ellipsis presupposition

This section presents some background on the ‘stdrstéals’ debate so far. It

reinforces the case against treating discoursiirifagments as syntactic ellipsis, but
the main aim is to highlight how these fragmentéedifrom uncontroversial cases of
ellipsis, and thus establish what has to be aceoufar in the debate about whether or

not they involve ellipsis or enrichment.

(7)-(10) are accepted by most authors as casest#csic ellipsis:

7. A: Where are you from?

B: Italy. [Immediate, direct ang\ve
8. Sally left and we don’t know why. [&lung]
9. Linda speaks French and Jane German. apd@g]

10. Linda speaks French but Jane doesn't. P-¢Mpsis]



In syntactically elliptical utterances, the fragmensyntactically a full sentence, and it
is generally assumed that the elided content isvexed by processes internal to the
language faculty, without appeal to pragmatic iefee: The covert syntax is identical
to material present in the antecedent, and theenbiftom the antecedent is copied into

the ellipsis site.

The immediately obvious difference between (7)-@fJ the kind of fragments that are
the focus of this paper is that the former canmouo discourse-initially, or in isolation:
without an explicit linguistic antecedent as licensthey sound at least awkward
Gapping, for instance, is ungrammatical in isolatior without the right type of

linguistic antecedent:

11. A: Does anyone speak French or German?

B: *Yes, Jane German.

(1)-(6), in contrast, are perfectly natural whetergd discourse-initially. The utterance
of (1) (“The editor”) to identify someone doesréguire an explicit prior question; all
that is needed is that an individual be salienwlodm can be predicated the property of

being the editor.

Stanley (2000: 401-9) attempts to downplay thigedeince, suggesting that many of the
apparently discourse-initial cases are in fact agtitally elliptical. He claims that the
felicitous use of these utterances depends on $&amgein the non-linguistic context

making salient a linguistic expression to servetlas antecedent for ellipsis: For



example, they would often be infelicitous withoupr@ceding ostensive stimulus (such
as a demonstration) to draw attention to some olgeperson. They therefore aren’t
discourse-initial in any relevant sense, he sagsatbse the prior context necessary for
such utterances to be acceptable makes linguistiecedents salient to serve as
licensers for ellipsis. For (1), the idea is thhe timplicit question “Who is that
woman?” is salient, so this and the overt utterafuceetion similarly to the overt
question-answer pair in (7) above: The implicit gfien makes the linguistic expression

“That woman is...” available as the restoration of tmpronounced material in the

‘reply’.

However, while it is true that prior context is geally necessary for these fragments to
be interpreted, it does not follow that such cohtioes the work necessary to support
the idea that these utterances are elliptical, eéf/eame accepts the idea that non-
linguistic context activates natural-language seres to license ellipsisAlthough |
don't find that idea plausible, | will avoid debat@bout natural language and the
medium of thought here, and suggest instead tleaslight variation | present below on
the example that Stanley himself discusses cledeiyonstrates that non-linguistic

context does not play the role that Stanley reguire play.

Take the above-mentioned case of an utterancelwd €ditor”. If the implicit question
“Who is that woman?” is salient in the context,tthaestion can serve as the antecedent
for ellipsis, on Stanley’'s account, so implicit gtien and uttered fragment function
analogously to an overt question-answer pair, whicist people would accept is a case

of ellipsis. But consider the following equally ls#ic context for an utterance of (1): A



and B are at a party at which the editoMdde magazine will be arriving, and A has
told B that she wants to know who the editor idifater, a woman enters and B utters
“The editor”. B’s utterance is perfectly felicitousnd interpretable; however, the
implicit question that was salient in the contexsw'Who is the editor?”. This, if we
accept Stanley’s story about how ‘prior contextnchunction, makes salient the
linguistic antecedent “The editor is __". But thatnot the right kind of antecedent to
license an elliptical utterance of “The editor”. ughthe non-linguistically-realized part
of the proposition expressed by this utterance doé€ome from any salient linguistic
antecedent, even on Stanley’s liberal conceptionloat can constitute a linguistic
antecedent, and what is going on here is not siyatatlipsis. This undermines
Stanley’s claim that the infelicity of his exampiethe absence of prior context is due

to an elliptical expression occurring without zlisef.

This, then, is one of the features of these fragséimat poses difficulties for the
semanticist account, and which has led most autieoabandon the project of trying to
find a way of treating what is going on in the mpietation of most discourse-initial
fragments as anything like traditional syntactigpsls: they do not pick up the rest of

their propositional content from a linguistic argdent.

A second important difference between discourstalrfragments and familiar kinds of
ellipsis is in whether or not the allegedly elidsgntactic/semantic content is
recoverable. Identification of the unique deleteatenal is possible with sluicing, VP-
ellipsis, and so on, as is to be expected if tlesestructions are full natural-language

sentences, some elements of which go unpronourcetithis explains the fact that
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ellipsis does not occur discourse-initially: itthee explicit antecedent that provides the
material to complete the fragment. As has been esipéd by Barton (2006) and
Stainton (2006b), however, in the discourse-inii|gments in (1)-(6) we can’t
(uniquely) identify the allegedly deleted lingucstnaterial. For instance, candidates for
the unpronounced elements in (1) might include “Bhe“That is”, “That woman is”,
“has just come in”, “is the person near the dodis,over there”, and so on. So this

difference would not be accommodated by the assiioil of (1)-(6) to syntactic

ellipsi<.

Merchant (2007a,b) shows that only in two kindsase is there evidence for syntactic
ellipsis. The first is the constructions illust@te (7)-(10), plus some others such as
pseudogapping, where there is an overt linguistte@dent licensing the ellipsis: That
the fragments found there are syntactically conepseintences is strongly suggested by
connectivity effects The second is a subset of discourse-initial frag: which
displays similar effects. For example, in Germanptder a coffee, you can utter the
apparent subsentence “Einen Kaffee’a@ coffee). Accusative case on the object is
obligatory, as it would be if the fragment were eabtbed in a full overt sentence: “Ein
Kaffee” (aNom coffee) is ungrammatical. | take this as evidertkhat what is
linguistically encoded is not just the bare DP, that there is at least an argument slot
mandating saturation, or perhaps, as Merchant stgjgéhey are abbreviations of
memorized ‘scripts’ (in a traditional, rather thawgnitive-science, sense: we memorize
dialogues for certain conventional situations sashordering things). Although this
example has parallels cross-linguistically, as Mant says, these cases have a

“formulaic, conventional character, in which pauter linguistic elements are made
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manifest and hence license ellipsis. ...they aretdichin number and kind, learned
explicitly, and seem to reflect syntactic propexti@f particular lexical items in the
languages” (2007a: 42). The majority of discoursgal fragments, then, including the
kind | focus on herecannotbe analysed in this way: there is no evidencettiet are

syntactically elliptical.

The recognition that the discourse-initial casks (i1)-(6) cannot plausibly be treated in
the same way as traditional syntactic ellipsis, nehthe elided material is recovered
linguistically, has led to recent attempts to deped different kind of ellipsis account of

these fragments, which accommodates the differewibssluicing, gapping, etc. But

this raises the question, why posit a novel kineglbopsis simply to account for these
discourse-initial fragments? If they are eviderdlfferent to well-established cases of
syntactic ellipsis, why think that they are lingigsellipsis of any variety? The answer
is that the default assumption among many autheems to be that something overtly
less than sentential must be elliptical: this pppssition is evident in Stanley’s

discussion of subsententials, where his strategymnply to neutralize an objection to an
ellipsis account, and then conclude that the uttsran question is in fact elliptical. Yet

to draw such a conclusion is to rule out free dnment without any argument, and, in
the context of the debate about the reality ofehechment process, this conclusion is
premature. As Stanley himself says, the semangasition — that there are no strong
(i.e. non-linguistically mandated) pragmatic effeoh truth conditions — is an empirical
hypothesis, in advance of detailed inquiry (Star28p5b). Given that he does not
exclude the possibility of the existence of free@ment (contingent on a satisfactory

future account of it), he is not entitled to assumben confronted with an apparently
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subsentential utterance, that ellipsis is the defxplanation. As will emerge in the
next section, the fallacy of this presuppositiomiésnonstrated by attempts to spell out

just what sort of ellipsis must be involved here.

The new variety of ‘'semanticist’ account that Inwo now appears to accommodate the
differences between sluicing and gapping, on the band, and discourse-initial
fragments on the other. These accounts acknowlddgehe missing elements of truth-
conditional content are not uniquely identifiabledanot recovered linguistically, and
they leave the bulk of the work to pragmatics. idea is that what goes unpronounced,
and is recovered grammatically, is not @@ntenf but consists only of indexical or
deictic elements. The truth conditions recoveredgpsition expressed) are predicted to
vary between hearers, but still, a full (indexicaéntence was the syntactic structure
encoded by the phonologically subsentential utaifhe accounts also explain the
discourse-initial occurrence of these fragmentsirfdexicals do not rely on linguistic
antecedents for their content). Despite these sjeritargue in section 3 that this
approach provides no alternative to a free enrictiraecount, as far as the explanation
of interpretation is concerned, and ends up undengithe presupposition from which

it derives its appeal: namely, that anything oyestibsentential is elliptical.

3. The new ellipsis: linguistic or pragmatic?

| take for granted from now on that most discoursgal fragments cannot be

assimilated to traditional syntactic ellipsis. Tieeognition of this has led recently to a

different tactic by some semantically-oriented tisgs, who still aim to treat the
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discourse-initial cases as ellipsis of some kindilav giving due weight to the
differences between these cases on the one hadd;amstructions like sluicing and
gapping on the other. The accounts in questionldw@005) and Merchant (2007a,b),
offer rather different versions of the idea, bué ausceptible to the same general
response, and in this section, | develop an argumgainst this type of approach in

general.

Ludlow (2005) proposes that cases of apparenthsentiential speech have a fully
sentential syntactic structure, with the covert taynbeing formed from some
combination of the following deictic element®RrRO in subject position; an
unpronounced light verb such as “have”, “do”, “beBJin object position an®ET in
determiner position. It is not yet clear, as Stin{2006b: 126-7) points out, where
these silent deictics can and cannot occur; howewemaccount that gives substantial
weight to pragmatics, whether involving silent irdal elements, or pragmatic
enrichment, has yet proposed in any detail how riechanisms they posit are
constrained and avoid massively overgeneratingtelél/subsentential discourse-initial
expressions, so | will assume that the two appremch question are equal in this
regard®. Focusing first on Ludlow, I'll argue that the etyelement account, even if

more fully described, would have no prospect otiffg a viable account of how the

truth-conditional content is recovered from thesealrse-initial fragments

As an illustration, Ludlow considers an utteran€éSab” by a construction worker to

ask for a slab. This utterance, he claims, has(fiily sentential) structure in (12),
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consisting of an unpronounced subject, light verilirect object, and determiner,

which are assigned values in context, plus thetovaimn:

12. PrRO(give) oBJ[DET slab]]

Carston (2002: 155) briefly considers a similarcact (with empty syntactic nodes
specifying merely what grammatical category app@armsach slot), and suggests that
such a structure with indexicals needing saturat®nargely redundant, since the
conceptual material necessary to saturate it wbhale to be highly activated anyway,
given the very minimal constraints imposed by tigeikicals, which indicate only what
kind of grammatical expression should be supplidtere is no independent evidence
that the structure is present in these cases,hasddrt of structure would still fall far

short of determining truth-conditional content. §tdontrasts with the sluicing, VP-
ellipsis, etc, where, as discussed before, thergtrang evidence that the sentential
structure is present, and pragmatics has no roléetermining the content. Ceterus
paribus, then, the free enrichment account of tiezodrse-initial cases is more
parsimonious than the ‘unpronounced deictic’ actodny virtue of not positing

interpretively redundant linguistic structure, atabuld be preferred.

However, the objection to such an account goehdurthan merely that the silent
deictics would generally play no essential rolethe interpretation process and are
dispensable: it's that an account that posits theall would have to assume a sequence

of interpretive steps that is clearly illogical. i$hproblem stems from the fact that



15

pragmatic inference would be involved not only gsigning content to the recovered

deictics, but also in choosing the correct logfoatn, prior to saturation.

Given the pronounced fragment, there will be numergrammatically possible
combinations of the various silent deictics to ctetethe sentence, so the hearer has to
work out which combination was intended as the dalgiform. Ludlow himself
mentionsPRO, OBJ, DET and light verbs, and Stainton (2006b: 126-7) ot that
there will also need to be other empty deicticduiding at least prepositions and
complementizers ¥ReP and ‘comP)'? Consider now an utterance of “Michael’s
fiancée”. Just a few possible combinations offdrgdhe grammar (before saturation of

the deictics) includé:

13. a[Pro(be) DET Michael’s fiancée]]
b.[[DET Michael's fiancée] (do)daJ|]
c.[PrRO(be)comMP[DET Michael's fiancée]]
d. [PrRO(give) oBJPREP[DET Michael’s fiancée]]

e. [PrRo(be)PREP[DET Michael’s fiancée]]

To maintain that the deictics were encoded in whas uttered, this account would
therefore have to assume massive ambiguity, watsthiface form “Michael’s fiancée”
being lexically associated with many different seiges. Assuming that an ambiguity
account is unappealing, what was linguisticallyatkszl by the hearer must have been
just the subsentential phrase, and the deicticssabbsequently selected, but Ludlow

says nothing about how this process works. If tHly Eentential expression containing
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the deictic is to play a role in getting to thettrgonditional content, the hearer would
first decide which of the possible deictics is the adroempletion of the logical form,
and onlythengo about assigning the intended content to thesaics. But, given the
huge number of possible logical forms that couldespond to a given discourse-initial
fragment, on what basis does he decide? It seemgh® disambiguation or syntactic
reconstruction required to identify which logicaki is being used must be dependent
on the hearer working out the content that fornes groposition expressed. Decoding
does not provide the hearer with the putative sitlictics mandating saturation, and
the selection of the correct combination of degtiannot made by the language faculty,
given the wide range of possible combinations. Whaitild have to happen, then, is
that pragmatic processes work out the propositkpressed, taking as their starting-
point the only part of that content for which thearer has evidence — the decoded
subsentential phrase. So getting from encoded me@daiproposition expressed would
have to be a process of free enrichment, and omtg dhe proposition expressed has
been identified could the linguistic logical forne lbeconstructed. The silent deictics,
then, play no role in comprehension, and it isiclift to see why this kind of element
would be represented at any stage of interpretasamce, if the natural-language
sentence were reconstructed, it would simply addeatra, superfluous stage of

processing subsequent to the derivation of thé4conditional content.

A very recent proposal by Merchant (2007a,b), whieHabels ‘semantic ellipsis’, also
makes use of covert indexical-like elements budinsed specifically at accounting for
the discourse-initial cases rather than ellipsisgemeral. The idea is that what is

lexically encoded by a subsentential expressiawbrd “red”, say, is just the property
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RED, wWhich is a type <e,t> entity. Type-shifting rul@sdi-reduction, which are only a
fairly minimal extension of independently-motivatedles, have to apply to enable
semantic composition, and this results in the thaation of free variables, giving, e.g.,
RED(X2), which is semantically sentential, type <t> (@uldetails are given in Merchant
2007a: 36-9). The propositional content is arria@dy linguistic decoding and type-

shifting, plus saturation of the variable, so reefenrichment is involvéd

The main problem with this proposal is that, likedlow’s, it does not account for how
the process of the hearer's recovery of truth-domail content goes — the only
empirically plausible hypothesis is still the vi¢wat this process appears to have to take
as its starting point the uttered subsententiatesgion, without any further influence
from linguistic encodings or rules, apcagmatically work out the propositional content
in order to reconstruct the sentential linguistiori. The grammar can generate isolated
words and subsentential expressionand these do not always need developing into a
full proposition: Merchant himself (2007a: 26-7}ed the case of ‘labels’, including
book titles, product names, street signs, and s®atifferent type of example is (14)
below. The utterer of (14) probably would not belerstood as explicitly expressing a
proposition; instead, the utterance functions aewce to bring the said baby to the
hearer’'s attention, and the hearer would not enthehcontent of the utterance into a
full-fledged proposition that he takes to be theenaince’s explicit, or truth-conditional,

content:

14. [Uttered by a mother on realizing she’s mislzed three-month-old]

The baby!
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So we can produce and interpret what Merchant agaee genuinely only phrases,
which are grammatical and which do not have seiatiesttucture at any linguistic level
of representation, either syntactic or semanticaiW encoded by the utterance is just
the semantics of a phrase, i.e. not a type <txtyerithe semantic ellipsis device is
triggered pragmatically: since type-shifting doed mlways need to apply when the
phrase is uttered (as the communicated meaning madoke propositional), whether or
not the type-shifting is triggered depends not lom linguistic environment the phrase
occurs in, but on pragmatic considerations. Moreoids not simply the recognition
that the speaker intends to literally express sbmgtpropositional that triggers type-
shifting: different kinds of type-shifting are pdse, and the hearer needs to decide
between them. To illustrate how this decision degean the prior identification of
truth-conditional content, consider utteranceswo different contexts of “Michael’s

fiancée”.

« Context 1: A woman enters the room and H glancdéeathen looks quizzically at
S. S utters “Michael’s fiancée”.

* Context 2: H has told S that he wants to be infalrfdéscreetly) when Michael's
flancée arrives. Later, a woman walks in; S uttbtichael’s fiancée” (without any

glance/other ostension).

It seems plausible that the following propositiane expressed in each context:

* Proposition expressed in C1HAT IS MICHAEL’S FIANCEE
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* Proposition expressed in C21OHAEL’S FIANCEE HAS JUST WALKED IN

Because, in C1, the overt phrase forms the predmfathe proposition expressed, while

in C2, it forms the subject, the type-shifting agges differently in the two cases:

* Result of type-shifting in C1: MHAEL’S FIANCEE(X2)

* Result of type-shifting in C2:3{MICHAEL’S FIANCEE)

The question is, on what basis does the hearedelaeghich kind of type-shifting
occurs? The C1 kind of type-shifting clearly is séo on the basis of the propositional
constituents THAT IS’ (or ‘a 1S’) being entertained by the hearer, thanks to her
perception of the woman in question. In C2, togeigthis kind of type-shifting, the
hearer has to access an appropriate predicate,asuglAs JUST COME IN, so that the
overt phrase can function as a subject to combittetiMs predicate. So, as far as | can
see, the hearer has to work out the propositionatent that the speaker intends to
express explicitly in order to determine which kioittype-shifting applies, resulting in
the introduction of a free variable in the apprafwiplace in the semantic structure,

which is then to be saturated.

It appears, then, that type-shifting and variabkeeiduction are applied so as to match
the linguistic form of what was uttered to the psition that the hearer takes to be
communicated. Parallel to Ludlow’s account, the reeahas to work out what
proposition is being communicated, in order for twrect linguistic rules apply to

introduce the rest of the sentential linguisticisture (the free variable, in this case). So
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they have not accounted for the mechanism by wttiehtruth-conditional content is
actually recovered, prior to the application of eifever linguistic rules turn out to be
necessary. It cannot be recovered by saturatiorguse the elements to be saturated
cannot be recovered until the propositional contentidentified. And the only
suggestion in play fohow this propositional content is identified is a pragic

enrichment account.

Both Ludlow’s and Merchant’s accounts recognizd thaditional theories of ellipsis
cannot be extended to cover discourse-initial fraigi®y, and take seriously the
differences between the two sets of data: the ¢dck linguistic antecedent to license
ellipsis in the discourse-initial cases, plus thekl of a unique, identifiable content.
Their attempts to offer a syntactic/semantic aldéwe to pragmatic enrichment,
however, do not seem to be able to avoid the csmriuthat the performance theory,
that is, the account of how the hearer processeaitierance to arrive at the truth-
conditional content, involves free enrichment. Thanoeuvres employed by Ludlow
and Merchant to retain the desired isomorphism éetwthe logical form of the
utterance and the proposition expressed are, &t degay of modelling our linguistic
competencebecause if they are construed as part of th@peance account, then they
can occur only subsequently and in addition toptegymatic enrichment, thus forming
a redundant extra, post-interpretive phase. Sudbvace may allow the semanticist to
claim that the linguistic form and propositionahtent recovered by the hearer of these
utterances end up being isomorphic, but it doeststhe cost of undermining the
rationale for this isomorphism — the semanticisiw{cf. Stanley 2002, 2005a) that only

a theory on which all constituents of an utterascguth-conditional content are
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traceable to the encoded, invariant sentence-tyganimg can give a systematic account
of how we grasp this content. Allow purely pragroateterminants of truth conditions,
continues the objection, and your theory cannotliptevhich pragmatically recovered
material will intrude on truth conditions, and whiwill merely be implicated. But the
discussion of this section has shown that the stomtis desired result of an account
on which all constituents of truth-conditions araceable to logical form cannot be
maintained for these utterances. As | have argoeahy response to Merchant’s and
Ludlow’s proposals, which are both aimed at suppgrthe semanticist approach to
effects of context on truth conditions, an accomhich allows pragmatic processes to
intrude into the determination of the linguisticgical form in fact abandons the
systematicity and predictiveness that are the mapmeal of the semantic approach:
construction of a sentential logical form is posthwhat is uttered is a subsentential
phrase, and the propositional truth-conditional tenh is arrived at via pragmatic

enrichment, unmandated by the linguistic form.

4. Subsententials and indeterminacy

In the rest of the paper, | consider a differemaitsgy that has been applied to some
cases of subsentential expressions to deny thatdngichment is involved in their

interpretation. According to Stanley, “Linguistipesech acts must determinately be
made with the relevant sort of force. They musb agpress determinate contents”

(2000: 407). The example he discusses is (15):

15. [Thirsty man staggers up to water ventléaker!



22

Stanley concludes that an utterance of (15) is anqiroper speech act as it lacks
determinate content and illocutionary force. Thehrconditions are not determinately
that THE SPEAKER WANTS WATER as opposed to a number of other options, suthaas

THE ADDRESSEE SHOULD GIVE THE SPEAKER WATERand the illocutionary force is

similarly indeterminate, between an assertion, eserp and a request. While such
utterances can undoubtedly be used as vehiclesmmanication, beyond the initial

decoding it is general (as opposed to linguistiodwdedge that is brought to bear in
interpreting them; Stanley likens this sort of conmication to a kick under the table, a
tap on the shoulder, or a frown. At best, theseratices and non-linguistic gestures
communicate implicatures: they don’t have litenadgmsitional content, so the question

of purely pragmatically supplied constituents otlirconditions does not arise.

As | discussed in section 2, a feature of manyadisge-initial fragments, including
some of (1)-(6), is that no unique content is ideitle. That is to say, their content is
indeterminate — perhaps not so much as in the “Watase, but most allow the hearer
some flexibility in exactly what content he recaxefhe explicature of an utterance of
“Michael’'s dad”, said of someone who has just esddhe room, could be represented
by one hearer ag IS MICHAEL’S DAD, and by another as IBHAEL'S DAD HAS JUST
WALKED IN. Given the failure of the ellipsis strategy, inyasf its manifestations, could
the semanticist simply deny that there is any tadghditional content, here, so there is
no question of free enrichment? I'll argue thastis not an option for (1)-(6) and any
other fragments that the semanticist thought susxteo an ellipsis analysis, and, in

fact, that this strategy is plausible only for aywfew fragments.
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Stanley does not justify his appeal to this requést that, to count as performing a
genuine speech act, an utterance must have deteniontent and force, and several
authors have already argued that it is far toongtra criterion: if it were applied
consistently, then much of verbal communicationhethier sentential or subsentential,
and even though judged perfectly grammatical — @oobt count as performing
linguistic speech acts, contrary to everyone’sifitms™. Interestingly, Stanley and
Szabo (2000: 237-8) themselves acknowledge thquamtifier domain restriction, the
context does not provide the unique descriptiveenaltthat specifies the domain, and
this is the reason they give for not treating tphleenomenon as syntactic ellipsis:
discussing the quantifier “every”, they note thihiere are very few cases where there is
a single plausible candidate for the role of thendm restricting predicate”, whereas
“In cases of syntactic ellipsis, there is a uniginease recoverable from the context”.
Since in the usual (i.e. non-referential) casesqaéntifier domain restriction, the
descriptive material (the domain-restricting preti#) is content-constitutive (see Neale
1990), as Stanley and Szab6 agree, they are retogrihat there is indeterminacy of
content here (and the same will apply to non-refteae uses of definite and indefinite
descriptions). Yet Stanley apparently fails to o®tthe implications of this for his
determinacy criterion: having acknowledged thattesgres needing domain restriction
often do not have determinate contents, yet acuggtiat they are used to perform
speech acts, it follows that the (in)determinacycohtent should not be used as a
criterion to decide whether a given utterance dtutses a genuine linguistic speech act,
and the decision should be made on other groundsedxer, it is clear from this

discussion that Stanley himself is not using deiteagsy as a criterion for speech-act
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status: his view is that an indeterminate but fgliytential utterance involving domain
restriction is still a speech act, but an indeteate subsentential utterance cannot be. It
seems, then, that his reason for denying some gemsubsententials the status of
speech act is precisely their subsentential natume the implicit justification for this is

the presupposition that they cannot involve fregcement.

Intuitions, which Stanley et al. profess to takeasesly as the core data for a semantic
theory to explain (cf. Stanley and Szab6 2000: Zifig and Stanley 2005: 141), are
that the domain restriction cases and many (appaseibsententials do express truth
conditions. In this regard, Clapp (2005) argued tie determinacy criterion and
intuitions pull in different directions. In caseh@re intuitions are that an utterance is
used to express truth conditions, but where inhgeierminate exactly what those truth
conditions are, then applying the determinacy gate strictly would require one to
accept that speaker-hearers’ intuitions about tagthditions must be wrong. But if
Stanley were to claim that intuitions about trutinditions are often wrong, it would
undermine his entire project, which takes serioudlyitions about truth conditions, and
attempts to use semantic theory to account for tf&mh a move would render otiose
his syntactic strategy (the appeals to syntaclipsed and shorthand to account for
subsententials, and the positing of hidden indéxita account for quantifier domain
restriction and other effects of context in sen&ntitterances), since any cases of
guantifier domain restriction etc. that did havéedminate contents could be analysed
as elliptical. If one is claiming that people afeen mistaken about the truth conditions
of their utterances, then rather than modifyingyiistic theory with hidden indexicals

and novel forms of ellipsis in order to account foeir intuitions, one could instead
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adopt semantic minimalism a la Cappelen and Le(®065) or Borg (2004). As Clapp
says,all fragments that are natbvious cases of syntactic ellipsis will not qualify as
expressing truth conditions, so would not need acting for by semantic theory. His
remarks apply to most of the discourse-initial fregts, including (1)-(6) — all those for
which an ellipsis account cannot simply be assumédnust be argued for, precisely
because the exact deleted syntactic and semanteriatdas not identifiable, i.e. their
content is indeterminate. To allow for the indeteacy displayed by quantifier domain
restriction, and many other cases, while still eeting speaker-hearer intuitions that
such utterances perform speech acts (with trutlitions), the determinacy criterion
would have to be loosened to an extent that itaatlally exclude very few (allegedly)
subsentential utterancésMost of the disputed discourse-initial fragmetit&n, are not
so indeterminate that should not count as perfagnsimeech acts, but, thanks to their
indeterminacy, among other reasons discussed inladietwo sections, nor are they
susceptible to analysis as a form of linguistigpsls. We can conclude that what is
uttered is genuinely subsentential and gets deedldyy pragmatic enrichment into the

truth-conditional content.

So, should (15) (The case of the thirsty man cryMater!”), be treated as a speech
act, expressing truth conditions? The utterangerabably a ‘directive’ of some sort,
rather than an assertion, which complicates thatepreof how to judge what its truth
conditions are. However, it can be assumed thaaitimeof the speaker is to explicitly
express a proposition (rather than to, say, justvdhe hearer’s attention to water, and
only implicate something to the effect that he vgasdme water). And the interpretation

that the hearer ends up with includes a proposthahis a development of the encoded
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phrase. Although there is likely to be variatiortvileen hearers in what they take the
proposition literally expressed to be, this vaaatwill be restricted to a clear range —
including THE SPEAKER WANTS WATER THE HEARER SHOULD GIVE THE SPEAKER WATER
and so on. The fact that it is at least meaningfudsk the question of what proposition
was expressed (in contrast to the merely attertticeeting utterances such as (14) “The
baby”), indicates that we have intuitions that éekists such an entity. The suggestion
that 1 will develop in more detail shortly is thahat should count as the proposition
literally expressed is whichever proposition, amoagpossibly large number of
candidates, the hearer constructs as the develamhére encoded meaning, given the
usual presumption that his pragmatic processingeared to the recovery of the

speaker’s communicative intention.

In what follows | sketch how the indeterminacy albthie proposition expressed can be
accommodated in a principled way in a contextugliagmatic theory. | use some fairly
general assumptions about pragmatic processing ltae¢ been made explicit in
Relevance Theory (Sperber and Wilson 1986/1995), that appear perfectly
compatible with the views of other contextualistels as Recanati (2004). Consider
first those processes that do not contribute toptioposition expressed: in many cases
of conversational implicature, non-verbal or pamgliistic communication,
interjections, and so on, it is implausible thalfifing the speaker's communicative
intention involves the hearer recovering exacthy ttought content that the speaker had
in mind (and often, it is anyway unlikely that teeaker had a very specific content in
mind). Everyone would agree that such communicattan be successful while

typically incorporating a great deal of indeternapabout the exact set of propositions
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that the speaker intends the hearer to constrtids &lso generally accepted that
(virtually) every utterance requires some degreprafjmatic inference to arrive at the

proposition expressed.

Sperber and Wilson argue that the domain of praigmas the class of ostensive
stimuli, whether verbal or non-verbal, and all stimuli are interpreted by a single
pragmatics system employing the same pragmaticiptes: Pragmatic processes that
contribute to the proposition expressed operat®rdony to the same principles as
processes of implicature calculation, and so onviBye simply of not being a process
of decoding, but rather one of hypothesis formatior confirmation, all pragmatic
inference, including reference assignment, involwesne leeway for divergence
between the thought that the speaker has in middhathought that the hearer infers:
strict duplication of thoughts is anyway an unr&direquirement and not necessary for
successful communication, but, depending on theuracy demanded in a given
discourse situation, any of a range of propositimight be near enough. Given this and
the fact that linguistic meaning virtually alwaysiderdetermines the proposition
expressed anyway, there is no motivation for smgglout the proposition literally
expressed as necessarily having to meet a highwedastd of determinacy than anything
else that is communicated, and no requirementalshgle unique content be grasped

by both speaker and hearer.

A speaker, judging what information will be mantfesthe hearer, can have some more
or less precise expectations about what interpoetahe hearer can construct from a

given utterance. So a speaker who utters a sulmhtphrase, having available the
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resources to be more explicit, can be assumedriwve any one particular proposition
in mind that she expects the hearer to recoveteads a number of propositions will be
compatible with the speaker's communicative intemtiand so this intention will be
satisfied if the hearer recovers any one of thesgpgsitions. Whichever of these
propositions the hearer constructs, it will inebijahave some constituents supplied by
free pragmatic enrichment, since the subsentdimglistic input did not encode a fully

propositional schema.

From the contextualist point of view, then, the e@tetminacy about the truth
conditions® of many subsentential utterances (and many uttesain general) is no
disadvantage, and is to be expected, given reaorasumptions about what is
required for successful communication. If as mughivalence as possible between the
thoughts of speaker and hearer were the aim, tiegreater amount of encoding, the
better, since less work is left to pragmatic infexe (which, being non-demonstrative, is
less reliable than decoding). But the kind of catutalist account sketched here predicts
that less en-/decoding, and hence less determimaltypften be preferable. The reason
the speaker does not utter something fully proposat is not that she is not intending
to literally express a proposition; it is becauseisi not important exactly which

proposition the hearer grasps.

Consider first a case where the truth conditiona stibsentential utterance are highly
determinate. It is clear that on occasions wheoe, éxample, the context makes
uniquely salient an object that the speaker wamtseter to — say when speaker and

hearer are both looking at a particular restauiaie, and this fact is mutually manifest
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to them — the hearer will be entertaining a repregen of the object, in the conceptual
format in which it is available for integration Witrepresentations from other (e.g.
linguistic) sources. According to Sperber and Wilgd986/1995), the fact that a
speaker, by addressing a hearer, is demanding graooessing effort from him, licenses

a particular comprehension procedure for interpgetistensive stimuli:

16. Comprehension procedure: Test interpretive thgses in order of accessibility;

stop when you find an interpretation that meets ypectations of relevance.

The speaker, wanting to get her message acrossbeind able to predict to some
extent what information is accessible to the heasdt try to shape her utterance to
ensure that the hearer constructs an interpretdahiah satisfies her communicative
intention, and to minimize the risk of misundersliay. The tacit knowledge that
interlocutors have this mindreading ability medmet the first interpretive hypothesis to
occur to the hearer has a high degree of plausilsiimply by virtue of occurring first,
since its occurrence should have been predictapléhb speaker. In the context
described above for the utterance of “Reservedbracept of the table will be the first
argument tested as something that could combirte tvé predicated property, since it
is mutually manifest to speaker and hearer thatahke is highly salient. The resulting
interpretation, that the table is reserved, isvat enough, so is accepted, and the
comprehension procedure does not go on to consigdrer hypotheses about the
proposition expressed. The efficiency of this coshgnsion strategy is even clearer in a
less determinate case such as (1), the utterant€hef editor”. Carston (2002: 155)

points out that, given the context in which the aq@#’'s demonstration makes the
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referent salient, the hearer may have availabl@rnoany one of a number of different
representations of the referenHETWOMAN WHO IS STANDING NEXT TO THE DOOR IS __;
____HAS JUST WALKED IN etc), and, on the subsentential account, the dbztphrase
can simply slot in to whichever of these conceptaptesentations is most salient in the

hearer’'s mind.

The same considerations apply to Stanley’s “Watexdmple, despite the even higher
degree of indeterminacy. Contrary to his claingdesn’t fall in with examples of non-
verbal communication: in the case of a kick under table or a tap on the shoulder,
even when they are communicative, there is notintuthat anything is decoded from
these actions which serves as a constituent ofevbais communicated. Put another
way, the kick (e.g.) does not provide the evidetiwd the hearer uses to derive the
communicated content; it just provides evidence tinereis content to be derived. The
thirsty man is a rather different matter, as wisatlécoded from the utterance is the
linguistic evidence from which the content is deysad, and it will form a constituent
of this content: there is a clear range of caneésldbr the proposition expressed, all
containing the constituemATER, which would satisfy the speaker's communicative
intention. To relegate this to the status of a mewgicature would be unintuitive, and
the only reason for claiming that it cannot be pheposition explicitly expressed, is its
high degree of indeterminacy. So to claim that ukterance has no truth conditional
content is to say that hearers’ intuitions are akish. In which case, this theory runs
into the contradiction pointed out by Clapp (2064, if our intuitions about the scope
of truth-conditional content are regularly wrongmakes no sense to modify grammar

or semantic theory in order to render our intusi@orrect. Contextualism, on the other
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hand, accepts that, on occasion, there may beat deal of indeterminacy about the
proposition expressed, so does not face the probfedmaving to draw an arbitrary cut-
off point beyond which an utterance has too indeieate a content to count as

expressing a proposition (or having truth condsijon

Finally, in this section, I'll address a potentidljection suggested by a referee, which is
not specific to subsentential speech — if it wortkied/ould apply also to the other cases
of free enrichment, such as quantifier domain iegins, where there can be
indeterminacy. I've discussed above an utterancéTbe editor” to identify some
woman who has just walked into the room where sprealkd hearer are. I've said that
there is some indeterminacy about just what préjposimight be recovered by the
hearer as a development of the encoded meaning,ttatda range of different
propositions, such as either of the following, cbebunt as fulfilling the speaker’s

communicative intention, and thus should counhadruth-conditional content:

17. a. THE WOMAN WHO IS STANDING NEXT TO THE DOOR IS THE EDITOR O¥IODE.

b. THE EDITOR OFMODE HAS JUST WALKED IN

The speaker, A, could, then, utter either of tHeWang as a true indirect report of the

utterance:

18. B said that the woman who is standing next to thar @5 the editor oMode

19. B said that the editor dflodehas just walked in.
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A range of other indirect reports of B’s utteramgauld also be considered true, thanks
to the indeterminacy of his communicative intentigx will have understood B’s
utterance, as long as the proposition that sheveesas the truth-conditional content

falls within that range.

The objection that a semanticist might raise gae$oliows: (18) entails that B said
something by his utterance of “The editor”, the tem of which entails that the editor
of Modeis a woman. (19) doesn't entail this, and, in faciuld be compatible with the
claim that B said something whose content coulttiein a situation where no women
existed. (18) could not be true in that situati®o, in uttering “The editor”, B said
something that could not have been true if no womasted, but, at the same time, he
said something that could have been true even iftvamen existed. Because these
different contents in (17) can both count as thehtconditional content of the
utterance, which is generally taken to be ‘whaagl’, wouldn’t | have to admit that B
said these different things by means of his onsetiential utterance? But B would not
take himself to be saying different things with flisting entailments or semantic
features (and we are assuming that he has rekalolMledge about what he is trying to
communicate). So, wouldn’t it be better to say tBatactually said nothing by his

utterance of “The editor”, and that the speechntspa (18) and (19) are false?

The contextualist would not, of course, want togamte this, since he would then have
to accept that whenever there is some indetermigabych would be the case with
most examples of fragments, and many other uttesaas well), nothing is said. That

would be counterintuitive, given that we feel alite evaluate the truth of such
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utterances, and we want to be able to claim that tho express truth conditions, and
that part of the content is recovered through &eechment. So | suggest the following

response.

(17a and b) can be considered as the truth-conditioontent, or what the speaker
‘said’, by his subsentential utterance, and, basethe arguments of this section, ‘what
is said’ is not the exact thought content that sheaker had in mind, but is what the
hearer recovers. Because the original speakeraisathsentential utterance, the hearer
is forced to supply the remaining propositional teo, or what is said, entirely
pragmatically, and it is the hearer’'s responsipiixactly what content he chooses.
Entailments that follow from the hearer’s choicecohtent as opposed to any other
content that would have fulfiled the speaker's ommmicative intention are not
attributed to the speaker; they are the heareris @sponsibility. Similarly, because a
subsentential utterance was used, a fully disquotat report of what she said cannot
be given, and the reporter is forced to choosenguistic expression to characterize
those elements of ‘what was said’ that were notnphapically realized. The exact
words that he chooses to do this are his own resiptity — as, therefore, are any
entailments that arise from this choice of wordsopposed to any other suitable
expression. An indirect report of a subsententitdrance obviously cannot be entirely
disquotational, and we do not automatically attiebilne exact content (and entailments)
of not-fully-disquotational reports to the origirgpeaker. This is clear if one considers

the following slight variation — suppose the repsi20):

20. B said that that idiot is the editor bfode
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(20) could also be judged a true indirect repout, there is little temptation here to
conclude from the reporter’s choice of linguistipeession B is committed to the editor
of Mode being an idiot. To indirectly report a subseni@ntitterance, the reporter is
forced to choose some linguistic expression, wischot necessarily the same as that
which the original speaker would have used to gaiage what she herself meant, if

called on to do so.

The speaker could, then, harmlessly be taken te tsard’ contradictory things, in the
sense that what different hearers might recover,indirectly report, can have
contradictory entailments. The suggested objeatims together (or switches between)
two notions of ‘what is said’: in claiming that Iho{17a) and (17b) are ‘said’ by the
subsentential utterance of “The editor”, ‘what @d$ is equated with the notion of the
proposition expressed, or truth-conditional contéimat | have used in this paper, on
which it is not what the speaker has in mind, bbawthe hearer actually recovers. In
implying that this is an objection because it letmthe conclusion that the speaker says
contradictory things, a more intuitive notion ofaysng’ is being employed, which
seems to be tied more closely to the content thaksgy had in mind. But on this second
notion of saying, we have to distinguish what sha&l Srom what would fulfil her
communicative intention, and so, on this sense sdyihg’, she didn't ‘say’
contradictory things. The same response would ajoplthe words used to characterize

any other pragmatically supplied element: if, faample, a domain restriction is left

implicit by the original speaker, and the reporttiooses to make it explicit in her
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report, any entailments that arise from the repaertehoice of linguistic expression

cannot be attributed to the original speaker.

5. Concluding remarks

In the last section, I've outlined how contextualisan accommodate the indeterminacy
that is often a feature of the interpretation disentential utterances. There are several
aspects of the above picture that | suspect thle-tmnditional semanticist would not be
enthusiastic about, so, in this concluding sectiowjll consider briefly whether he

would be justified in rejecting it.

How determinate does a proposition have to be tmicas the proposition expressed? It
seems to be accepted that much of linguistic conicatian suffers from the ‘meaning-
intention’ problem (Schiffer 1992, Wettstein 19819r cases of quantifier domain
restriction, propositional attitude reports, andoso no facts about either the context or
the speaker’s intentions can identify a unique psiipn expressed. But the construal
of this as a problem assumes that there is soméraabsinterpersonally or
metaphysically determined entity that is ‘the prsipon expressed’. It is agreed that
hearers cannot actually recover such an entityn @ssuming that it has some reality.
So there is no point in considering this abstrandttye the object of explanation of a

theory that aims to account for how hearers intgrptterances online.

What must be explained, then, is how hearers gtiaspproposition expressed/truth

conditions that they actually do grasp, and thia determinate proposition — the issue
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of whether it is determinatelthe thing that the speaker had in mind is irrelevant.
Moreover, Stanley agrees that truth-conditional a®ims cannot account for the
proposition that the hearer does recover from &rarice of a genuinely subsentential
phrase: it ispragmatically developed into a full proposition. To avoid an ioosly
question-begging argument (if it's indeterminat€s inot a speech act; if it's
determinate, it must be elliptical), there wouldvédo be some evidence that the result
of such pragmatic development is inevitably tocetedminate to count as a speech act.
But this would not be a promising line to pursuieraall, there are undoubtedly cases
where the results of optional pragmatic infererare determinate and there is
practically no freedom for the hearer to consteudifferent interpretation: take the case
of scalar implicatures where “some” implicates “rait’, or indirect answers to
“yes/no” questions, as simple examples. This igrenér reason why, from the fact that
a given apparently subsentential utterance hasrmdigige content, it cannot be
concluded that, because pragmatic processes aegemtly too imprecise to have

succeeded in arriving at this particular contdm, utterance is syntactically elliptical.

Indeterminacy has to be allowed in assigning vafoesat least, quantifier domains,
and indexicals (“here”, “now”, and “there” beingwbus examples where there can be
considerable leeway in the exact values for locatior times that the hearers assign).
What principled justification is there for allowirthat a genuine linguistic speech act
can have taken place despite indeterminacy of@eéer assignment, but excluding any
indeterminacy that cannot be traced to saturatidninfuitions are that these
pragmatically supplied elements contribute to tratimditions)? The only justification

would be to maintain a version of the principle coimpositionality for this level of
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content: This would allow the truth conditions of @iterance to result from combining
the values of (only) the constituents of the sergehe arguments in sections 2 and 3
against ellipsis accounts of discourse-initial fremts showed that the level of intuitive
truth-conditional content of these fragments, whigtthe propositional level that the
sententialist accounts aim to explain, just doed mweet the principle of
compositionality. These accounts cannot escapelvimgp free enrichment in an
explanation of how discourse-initial fragments @recessed to arrive at the truth-
conditional content, and the attempt to trace the-owvert constituents to linguistic
devices (covert deictics, or variable-introducingéd-shifting rules) is, at best, an
idealization to model linguistic competence; theyér no role in a performance model

(an account of utterance interpretation).

As mentioned at the start of the paper, the questiovhether genuinely subsentential
expressions can be used to express truth condtiaa®een one part of a wider debate
about the reality of free pragmatic enrichment. édttypes of examples that are often
seen as involving free enrichment of some kindrtiva at the truth-conditional content
are uses of weather predicates, and quantifier oloroa nominal restriction, as

illustrated in (21)-(23):

21. a. It's raining.
b. IT IS RAINING IN LONDON.
22. a. Every student passed the exam.

b. EVERY STUDENT IN MY CLASS PASSED THE EXAM
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23. a. Stress drove him to drink.

b. STRESS DROVE HIM TO ALCOHOLIC DRINK

The semanticist approach to (21)-(23) has beersd povert variables encoded in the
logical forms of the sentences: (21) would contilocation variable attached to the
verb “rain”, requiring the provision of a specifi@alue for the location; on Stanley and
Szabd’s (2000) account of nominal restriction,redminals encode a domain variable
which would underpin the domain restriction in (22)d the narrowing of the encoded
meaning of “drink” in (23). However, covert variaklthat are attached to the relevant
lexical item are tokened whenever that item is mekk so appear in the decoded logical
form, demanding saturation. This fact does not mesly well with the optionality of
the provision of a specific value — of these theeamples, (23) is the clearest
illustration of such optionality, as it is obviotisat the concepbrINK (encoded by the
word “drink”) does not always require narrowing.dagnizing this, several authors
have suggested that the covert variables are @ptibtarti (2006) develops this idea as
an alternative to the free enrichment approach wetiard to weather verbs and the
apparently transitive use of “eat” when this vedowrs without an overt direct objétt
“rain” and “eat” would come with, respectively, aptional location variable and an
optional variable for the thing eaten. JacobsoB®0%) account of domain restriction
also makes use of optional covert variables, as &iern’s (2000, 2006) account of
metaphor and metonymy, and Stanley also seems moolbeng away from the idea of
fixed covert variables: his most recent view of damvariables (2007: 249; 2005a) is
that they can havdifferentadjunction sites. Ludlow’s and Merchant’s propssabout

discourse-initial fragments are in very much thensaspirit — the elided linguistic



39

structure that they posit both needs to be optjoaatl consists of deictic elements
requiring saturation. So | predict that the argumeteveloped in section 3 against such
accounts should extend to ‘optional covert strugtaccounts in general, if the structure

in question is intended to play a role in the pesagg of the utterance.

If, as | hope to have shown in this paper, genyisabsentential utterances can be used
to express truth conditions, then we appear to kaas Stanley (2007: 22) puts it — an
‘existence proof’ of free enrichment. The type def pragmatic process that is specific
to the interpretation of subsententials is somewdifédrent from those involved in the
interpretation of sentential speech: free enrichmesententialutterances such as those
in (21)-(23) above involves adjustments and develqt of parts of the encoded
logical form, and does not include the addition exftra semantic arguments or
predicates (such as NP- or VP-conjuncts), whiléhm interpretation of subsentential
utterances, what must be supplied pragmaticalritioe at a complete propositicioes
include an argument or predicate. So acceptingettistence of free enrichment in
sentential utterances while denying the realitysobsentential speech acts (or vice
versa) is potentially a coherent position, andtiine kinds of enrichment to some extent
need arguing for separately. Evidence for one kihdygh, can be seen as support for
the existence of the other, given the backgrounth@fgeneral contextualist picture of
the radical underdetermination of truth conditidog linguistic meaning, and the

centrality of pragmatic mechanisms even in exptioitnmunication.

Notes
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Y Many thanks to Robyn Carston, as always, for deastdiscussions, comments on
drafts, and her continuing support. Rob Staintonegausly took the time to read an
earlier version, and I'm grateful to him for hiscenraging response to it, and his advice
which led to a reshaping of the paper. Thanks @sthe UCL Pragmatics Reading
Group, especially Richard Breheny and Deirdre Wistor discussion, and to the
anonymous referees for their very constructive mspwhich were a great help in

preparing the final version. This work was supptig an AHRC doctoral award.

! The examples are drawn from Barton (1990), Bdit€2605), Stainton (2006b)

and Stanley (2000).

% These are, of course, only very rough indicatiofithe propositional contents.

% ‘Unarticulated’ here means not articulated at bevel of linguistic representation —

i.e. not just unpronounced, but not traceable foliaguistic element, overt or covert.

* This is, roughly, the view of mental architectdefended by Fodor (1983), except that
Stainton is not committed to the domain-specificufaes having all of the other

features of Fodorian modules, such as informatienabdpsulation.

® This also goes for the cases that Hankamer andq18&d§: 408) presented of syntactic
ellipsis occurring without a syntactic controlléry example, an utterance of “| wonder
why” on seeing someone storm out of a room. Asn8iai (2006b: 122-3) discusses, the

infelicity indicates that an overt licenser is reqd.
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® Many authors would take issue with that idea, Stainton (2006b: 72) argues that
Stanley’s view is implausible on these (among Qtlggounds. This is because it is
widely held that thought is not conducted in ndtuemguage, but in a distinct,
modality-neutral, conceptual medium — a Mentaleskamguage of Thought (LoT), as

defended in Fodor (1975).

" On Stainton’s pragmatic account, sketched brigflgection 1, in Stanley’s original
example the uttered subsentential phrase “The rédiwmuld be decoded into a
subpropositional conceptual representation, inramatural-language medium; to grasp
a full proposition, the hearer combines this wittother representation — a concept of
the indicated woman, provided by the visual syst&hme infelicity of this example
without any prior context can straightforwardly é&eplained without assuming that it is
elliptical and missing a licenser: It's simply dwethe hearer not being able to access an
appropriate mental concept (a representation ofinlevidual the speaker is talking

about) to function as an argument to combine withgredicate.

® The indeterminacy of the content of certain dissetinitial fragments has been used
by Stanley (2000) as an argument against utterasfdéem expressing truth conditions
at all, from which it would follow that there woulze no free enrichment involved in
their interpretation, but, as | discuss in sec#gronly a small fraction of the disputed

data could be analyzed as too indeterminate tot@siaxpressing truth conditions.
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® This is illustrated extensively in Merchant (2008pnnectivity effects arise where the
fragment has some feature that would be explaimeth® assumption that it is in fact a
full syntactic sentence. This is easily seen wakecmarking in the following example

in German:

I A: Wem sieht er &hnlich?
Who-DAT look-3-SING he similar
‘Who does he resemble?’
B: Seinem Vater / *Sein Vater
His-DAT father / HisnoM father
‘His father’
B’: Er sieht seinem / *sein Vater ahnlich

He resembles hisaT / *his-NomM father

If B’s reply were not a case of syntactic ellipsisyould be a mystery why dative case
is obligatory while nominative case, which would &epected if the fragment were

subsentential, is judged ungrammatical.

19 Merchant (2007a) acknowledges that his ellipsisoant has the same empirical
coverage as Stainton’s pragmatic enrichment. Mertcfinid) and Stainton (2007) see
the only difference between the two approachesaghbn the kinds of processes they

see as involved in the interpretation of fragmeptagmatic enrichment, or saturation.



43

1 Ludlow’s account seems aimed at also providingiaount of the familiar types of
ellipsis such as VP-ellipsis and sluicing, but hsidler here only how it fares with

discourse-initial cases.

12 This is because they would also have to accounmnfmny other examples, including

the following, originally from Barton (1990):

I. A: The White House staff doesn't visit Tip O’Nlan his congressional
office.

B: An old grudge.

B expresses the propositiorEWHITE HOUSE STAFF DOESNT VISIT TIP O’NEILL IN HIS
CONGRESSIONAL OFFICE BECAUSE OF AN OLD GRUDGHEEven assuming the main clause
here could be captured in Ludlow’s system by ansi&q he’'d need to add at least a

complementizer to his inventory of silent deictics.

13 These could correspond respectively to the follmwmiough propositional contents
(and contexts of utterance): ajAT IS MICHAEL’S FIANCEE b) MICHAEL’S FIANCEE HAS
JUST COME INTO THE ROOMC) THAT WAS BECAUSE OFMICHAEL’S FIANCEE d) [Handing
someone a packageJw& THIS TO MICHAEL’S FIANCEE €) [Holding up an object] His

IS FROMMICHAEL’S FIANCEE

14 There are further complications, depending on vithaction the uttered phrase is to

serve: if the hearer works out that it is beingduae an individual-denoting expression,
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it has to lift into a generalized quantifier typefdre variable introduction ant-

reduction apply. (See Merchant 2007a: 38-9.)

5 This has been argued for in detail by Shopen (19Barton (1990), Barton and
Progovac (2005), and Fortin (2007), and is somgthimat most authors, including
Stanley (2000) and Merchant, accept. Ludlow (200&)ks otherwise, and presents
data that purports to show that the grammar doég&erate bare phrases: he takes
constructions that look subsentential and arguassttiey could only have been derived
through sentence-level operations. Ludlow’s analyaee couched “within a 1970s
model of the grammar” (Ludlow 2005: 4), and it mudtful that they would license the
same conclusions if embedded in more up-to-dateasia theories. Moreover, it is not
clear that Ludlow’s claims are about performance processing at all, given that the
generative grammar enterprise within which he iskimg is intended as a theory of
linguistic competencédfollowing Chomsky 1965: 3-9). The idea that theperations
are reflected in performance was long ago deburke@xperimental work (Fodor,
Bever and Garrett 1974). Additionally, even if iem true that the pronounced phrase
must have been produced from a sentence by théajph of rules such as deletion
and passivization, it hardly follows that the ipetation process is a mirror-image
series of transformations, particularly since trguenent | gave above against Ludlow’s
‘silent deictic’ account of fragments carries owdirectly to his claims about such
operations being involved in comprehension: to knetvat transformations and
reconstruction should be performed, the hearer nmargecedently identify the

proposition meant by the speaker.
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18 Elugardo and Stainton (2004) provide the followix@mples to make this point:

I. [Looking out at Grand Canyon] “That’s beautiful”

i. You must turn in your report before you leavéday.

Of (i), they ask whether there must be a determineterent for “That” — a particular

object or collection of objects — for the utteranoecount as an assertion. Intuitively,
this is not required, in which case we have a dp@et where there is no determinate
content. Similarly, an utterance of (ii) is undcedily a speech act, though we might not
be certain what force it has — whether it is anegrar an assertion of policy, or a

request.

" Those subsentential utterances that are not wsespress propositions are perhaps
cases like (14), mentioned in section 3, where theraealizes her child is missing and
cries “The baby!”, and also other attention-gettingerances, such as shouting

someone’s name.

8 Note that the propositions resulting from pragmaiiocessing and forming the
utterances’ truth-conditional contents will themvesl be determinate. What is
indeterminate is exactly which proposition fallsden the speaker's communicative

intention (if any particular proposition does).

19 As in the following example:



[Mother places a plate of vegetables in frand dussy child] Eat!
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