CHAPTER 3

THE PRAGMATICS OF ‘AND’ - CONJUNCTION

‘... and he saw this big red balloon tied to a lpogt, so and then he climbed up
the lamppost and he untied the red balloon, and ltleeclimbed down the
lamppost and started walking down the stairs agathso he was walking and
walking and walking .... and then [///] | can’t rember how the whole thing goes

(Narrative told by child, age 5;9, from Hicks (199CGHILDES database)

... and men do not think they know a thing tillfieve grasped the “why” of it

(Aristotle, Physics 1] 3)

3.1 Preserving the truth-functionality of ‘and’

The focus of this chapter is the meaning of thedvand’ and the range of relations between
states of affairs that can be communicated by @oimg two sentences with ‘and’. Our starting
point is Grice’s (1981) brief but influential renkarabout the following two examples of ‘and’-
conjunction:

(2) a. He took off his boots and got into bed.
b. He got into bed and took off his boots.
C. P&Q = Q&P

Grice wanted to provide an alternative to the vibat, in order to account for the different ways
in which the two utterances in (1a) and (1b) wauwdmally be meant and understood, the word
‘and’ needs to be assigned a sense additiona togtcal truth-functional sense. His suggestion
was that the understanding of (1a) and (1b) as aamuating different sequential orderings of
the actions described is to be attributed to hismeamaxim of orderliness; in other words, the
understanding is arrived at entirely pragmaticalig the semantics of the word ‘and’ does not
diverge from that of the logical conjunction operatAt the level of what is said, the two
utterances are equivalent, truth-conditionally tdemi like their logical counterparts shown in
(1c). He took the communicated temporal orderngadnstitute a conversational implicature (a
generalisedmplicature), and most neo-Gricean pragmatisteapwith this view*



Given the linguistic underdeterminacy thesis, thj®f course, not the only option
available: the pragmatically inferred relation abbk a case of an enrichment at the level of the
proposition expressed (the truth-conditional cot)te@onsider the following pertinent remarks
by Mark Richard, who favours a Gricean implicataceount: ‘We do not come equipped with a
meter that reliably distinguishes between semamtccpragmatic implications. Examples like
that concerning ‘and’ and temporal order help nihlkepoint that what seems for all the world
like a truth-conditional implication may turn oudtrto be one’. | shall argue, to the contrary,
that this IS an instance of a truth-conditional licgtion, albeit one that is pragmatically derived.
Richard’s first statement, though, is surely rigiether on his own construal of semantics as
truth-conditional content, or on the linguisticaiicoded meaning construal. As language users,
we do not have reliable intuitions about which aspef utterance meaning are linguistically
encoded, which are pragmatic contributions to th#htconditional content of our utterances and
which are independent implicated propositions. [Ble& of any metre to distinguish between
truth-conditional implications (whether linguistiygencoded or pragmatically derived) and
implicatures is what has led to the formulatiorvafious criteria and tests to help make this
distinction, as discussed in the previous chagkrt{ion 2.6).

The importance of the Gricean suggestion is th@gbens up the way to a pragmatic
account. Grice saw himself as countering a suggest Strawson (1952) that there is a
divergence between the ordinary use or meaninigeoivord ‘and’ and the conjunction operator,
‘&', of the propositional calculus, and that the ntdand’ is in fact ambiguous. It is not clear to
me that it is correct to attribute to Strawson maetic ambiguity position, at least not if what is
meant by this is that the lexical form ‘and’ encedeore than a single meaning/sense. As
suggested in the previous chapter, it is equalBsiide that Strawson, along with some of the
other ordinary-language philosophers, was puttimg/érd a context-sensitive view of saying. If
this is right, then the pragmatic position thatiVacate is a working out of that idea, using
theoretical tools not available to Strawson. Tisisow Recanati (1994) has interpreted the
pragmatic enrichment account.

The pragmatic story, whether in terms of implicatar pragmatic enrichment of the
proposition expressed, needs to encompass a mdeh minge of conjunctive relations than just
that of temporal sequence (see discussions in@at§93, 1994a). Here is a representative set
of examples:

It's summer in England and it's winter ini&ealand.
He handed her the scalpel and she made trseanci
We spent the day in town and went to Harrods.
She shot him in the head and he died instantly.

He left her and she took to the bottle.

He was shortsighted and mistook her for a hatkt
She went to the yoga class and found it velyicg.

| forgot to hide the cake and the children comed it.

(2)

S@m0a0Ty

Apart from (2a), these are all cases of so-caltgananetric or directional conjunction (see
Schmerling, 1975§;that is, their meaning is crucially affected bg tirder of the conjuncts. For
instance, reversing the order of the conjunct2d) (vould convey the idea that she shot him in
the head after he had died, despite the fact histuns counter to normal assumptions about
how events of shooting and dying connect up. Tagmatic account takes the linguistic



semantics of ‘and’ to be identical to that of thel-functional logical conjunction operator
(though this is questioned later in section 3.%&8R)that, as far as their logical forms are
concerned, all the examples above are symmetric.

One of the strongest arguments in favour of teiywninimal semantics for ‘and’, with
the temporal and consequential relations accouontgaragmatically, is that any semantic
account would have to allow for the encoding ofigdirange of such relations. Let’s look a bit
more closely at the examples in (2). (2b) is ta@dard sort of case of a sequential relation
between the two events described in the conjuparaphrasable by ‘and then’, but the temporal
relation most readily understood to hold for (Zcpne of containment, the going to Harrods
having taken place during the time spent in tows.regards consequence relations, (2d), (2e)
and (2h) can all be understood as involving sonel sonnection, though each case is different:
the event in the second conjunct of (2d) is diyectlused by the one in the first conjunct (her
shooting him is sufficient for his dying); in (2#)e event mentioned in the second conjunct is
certainly understood as a reaction to the one roeadi first, though the cause-effect relation
here is fairly indirect and requires a mesh oftfartconditions; in (2h) there is no temptation to
talk of a causal relation: the leaving out of th&esis a factor enabling the children to get hdld o
it and devour it, but it is far from a sufficierdradition for their doing so. Furthermore, while a
relation of consequence between the conjuncts atdhydnvolves a relation of temporal
sequence between them, as in (2b) and (2d), it neeadlways do so: in (2f) his mistaking her
for a hatstand is a causal consequence of hisssfplai¢dness but the example cannot be
paraphrased by ‘and then’; similarly, in (29) tleéease of tension is a result of the yoga class but
is achieved as the class progresses not aft@nit. so on and on; the more examples one
considers, the more fine-grained variations ambegcbnnections one finds. This suggests that
the appropriate explanation is a pragmatic onegraatg to which communicators are calling on
their general knowledge of how states and eventseinvorld connect with each other.

Another argument frequently proffered againsth gemantics for ‘and’ and in favour of
the pragmatic account is that the very same terhpadhconsequence relations arise when the
‘and’ is removed. That is, the non-conjuncfiyer asyndetic, in traditional terms) counterparts
of these examples are understood as essentiafitiagdeto them with regard to the information
they convey about the relations between the faztsribed by the individual sentences. (See
Posner 1980, Schiffrin 1986, Carston 1988/91, 1¥®0Nilson & Sperber 1993b/98.)

a. It's summer in England. It's winter in N&&ealand.
b. He handed her the scalpel. She made theancisi
C. We spent the day in town. We went to Harrods.

)

etc.

So, (3b) communicates that he handed her the $d¢adfre she made the incision, just as (2b)
does. Similar observations can be made regardlitigesother asyndetic counterparts of the
explicitly conjoined examples, indicating that theslations are not a matter of the meaning of
‘and’ itself.*

While these parallels appear to be incontestédee are other examples, which show
that, though it may be the case that all the catjugiations are equally well captured by
non-conjunctive counterparts, the converse ismotase. That is, there are relations that can be
communicated by the use of juxtaposed sentencestbah do not seem to be communicated



when these same sentences are conjoined by ‘&sdfar as | know, the first person to point
this out was Herb Clark (as noted by Gazdar, 18949,using the following example:

4) a. John broke his leg. He tripped and fell.
b. John broke his leg and he tripped and fell.

The point is that in (4a) the information commutechby the second sentence can be (and most
often is) understood as providing an explanatiothefevent described by the first sentence. So
the tripping and falling, though presented secadnderstood as having preceded and caused
the leg-breaking, presented first. This ‘backwagdation between the events does not seem to
be an accessible interpretation when the two seageare conjoined as in (4b) (though this
assessment will receive qualification in later gets).

In fact, this is just one of the relations or ceations between two juxtaposed sentences
which are precluded when they are conjoined witld*a Bar-Lev & Palacas (1980) have
pointed out the extent of this phenomenon and #nety of its manifestations. They propose a
semantic explanation for why ‘and’ appears notlkmacertain sorts of connections between its
conjuncts, thereby rejecting the bare truth-funaicsemantics for ‘and’. The data they consider
are of central importance in the semantic-pragnaatadysis of conjunction and their analysis,
though not right in my view, captures an insightiet, when recast, leads to a satisfying
account of the differences between the conjoinedrnam-conjoined cases given above. | will
look at their account in section 3.3.

This issue has already been addressed to sontd ®uitiein the relevance-theoretic
framework, by Diane Blakemore, in the course ofwerk on discourse connectives (Blakemore
1987, 1992, 1997a). Her analysis explains theewnvalence entirely in pragmatic terms and,
crucially, involves the concept of a pragmatic @sing unit, that is, an utterance, or
subutterance, which is interpreted as a whole to@ance with the relevance-based
comprehension strategy. In attempting to devetopaount which embraces a wider array of
cases than hers, | am very much building on hekwassentially, the account involves
coupling some simple observations about the lingumoperties of ‘and’-conjunction together
with the cognitive and pragmatic insights of reles@theory.

3.2 Arelevance-based pragmatics of conjunction

3.2.1 Cognitive scripts and accessibility

One of the most important factors contributingtte effort side of the optimal relevance
definition is the accessing of contextual assunmgtioThey are either retrieved ready-made from
memory or constructed from partially articulatedumaption schemas in memory together with
new information provided by the utterance. Thoangha great deal is known about the
organisation of memory, it is widely assumed inratige studies that frequently experienced
actions, events or processes and sequences ofaitees®red in chunks, as frames or scripts.
Some of these may be relatively specific, sucthasequence of walking out of one’s front door
and locking it, of going to a restaurant for a mealof two people having an argument; these are
representations of stereotypical scenarios whietckarly acquired through experieric@thers
may be of a more skeletal or abstract nature, aachat humans generally perform actions with
a purpose in mind, or that events in the worldumgally causally connected to other events;



these may have a more fundamental cognitive stpuBaps originating as part of innately
given domain-specific capacities (for instanceetty of mind’, ‘naive physics’, etc).

So when we hear (2b), for instance, we are girenediate access to a bundle of
stereotypical material of this sort, a surgicalrapien script, involving scalpels and the making
of incisions, and, perhaps, a more general abstchetma about one person handing something
to the other for that other to do something witleit. On the basis of this readily accessible
information, it is instantly assumed that the mgkir the incision followed the handing over of
the scalpel and the scalpel was used for makingtligion; that is, the proposition expressed is
enriched along the lines of (5a). This is by n@ansea logical necessity: the enrichment in (5b)
is perfectly conceivable and internally consistdntfact, it would probably lead to a greater
array of cognitive effects than (5a), preciselydese of its more unusual nature.

(5) a. He handed her the scalpel and a secondodiater she made the incision with
that scalpel.
b. He handed her the scalpel and simultaneouslyr&de the incision with her
pocketknife.

The relevance-theoretic comprehension strategys@ei@n 2.3.4) provides an explanation for
why the stereotypical interpretation in (5a) is i@ chosen. The hearer constructs the most
accessible interpretation (that is, the stereomae) and, provided that it satisfies his
expectation of relevance, he stops tiersbstracted from any narrative or conversatioeirsg
as the example is here, the default assumptidratghis highly accessible interpretation does
give rise to the expected range of effects, stdaer doesn’t go on to consider other less
accessible interpretive hypotheses. Furthermtire other logically possible interpretations,
such as (5b), are not just less accessible, bugsinedy much less accessible, and no particular
one of them is more obviously available than doz#rathers, so that even a hearer dissatisfied
with (5a) could have no idea which hypothesis yantxt. It follows that a speaker who wanted
to communicate something other than (5a) wouldoeadble to do so by uttering (5b) and, if
functioning rationally, would not attempt to do’so.

The relevance-based account of the cause-consegjugations in (2d) and (2e) is
essentially the same: we all have fairly frequestigountered and used scripts of shootings and
dyings, and of human relationships in which onepeileaves the other with a range of unhappy
repercussions. In addition, we have more gensglmaption schemas concerning cause-effect
relations in the physical world, cause-effect ielad between human mental states, between
mental states/events and behaviour, and betweertsewnethe world and mental events. The
consideration of such connections appears to bajarreature of our cognitive life as we
attempt to understand the world, in particular eattier, and function adequately within it. So
the assumption of a causal relation between thetewescribed by the conjuncts comes readily
to mind and, standardly, gives an adequate floeffeficts.

3.2.2 Enrichment or implicature?

As Richard (1990) says (quoted in the previousi@e) there are strong pretheoretic
intuitions that these conjunct relations are treinditional implications, that is, that they
contribute to the proposition expressed by uttezamd ‘and’-conjunctions. According to
Recanati’s Availability Principle, such intuitiostould be respected in deciding whether a



pragmatic inference contributes to ‘what is saide(proposition expressed) or is an implicature.
The functional independence criterion and the dpeiscope embedding tests, discussed in
section 2.6, converge on the same conclusion. efiftgedding tests have been put to extensive
use in the existing relevance-theoretic literatorsupport a pragmatic enrichment account of
these relations (see Carston 1988/91, 1993; W#sBperber 1993b/98). A few examples
should suffice to make the point here; ‘and’-cowfions differing only in the order of their
conjuncts are embedded in the scope of logicalatpes in the examples in (6): disjunction, a
comparative and negation, respectively:

(6) a. Either he left her and she took to the baitlshe took to the bottle and he left
her.
b. It's better to do your PhD and get a job thagdba job and do your PhD.
C. He didn’t go to a bank and steal some monegtbdle some money and went to a
bank.

It can be seen that the Gricean treatment of th@deal and consequential connections as
implicatures makes the false predictions that tiop@sition expressed by (6a) is redundantly
repetitive, of the form ‘Either P or P’, and théb] is a nonsensical comparative, of the form ‘It
is better to P than to P’, and that (6c¢) is setitcadictory, of the form ‘Not P; P’. In fact, the

two conjunctions in each example differ from onether in respect of the temporal and causal
orderings understood to hold between the eventsibes; that is, these relations make a crucial
contribution to the proposition expressed by (handie truth conditions of) utterances of these
sentences.

The same prediction follows from a relevance-tegorerivation, only a part of which |
give here (see fuller derivations in section 2.3 M) the following exchange, understanding
Bob’s response requires a cause-consequence eerntlofthe logical form of his utterance
(along with various other pragmatic contributions)prder for the implicated conclusion to be
inferentially warranted:

(8) Context: Bob has broken his leg.
Ann: Are you entitled to accident compensation?
Bob: Well, a manhole was left uncovered and lifell

a. Highly accessible contextual assumption:
If you fall in a hole because of a manhole covendpéeft off, you are entitled to
accident compensation.

b. Proposition expressed (basic explicature):
A manhole was left uncovered and as a result Bibinféhe hole.
C. Implicated conclusion:

Bob is entitled to accident compensation.

The explicit content of Bob’s utterance is pragmeelty adjusted in the process of recovering an
indirect (implicated) answer to Ann’s yes-no quasti Treating (8b) as an implicature would
simply leave the alleged minimal proposition expegs of the form ‘P & Q’, with no role to

play: it would not function as a premise in theidiron of the implicature in (8c), which
together with other implicated conclusions, melésexpectation of relevance, and it would not



enter into any of Ann’s subsequent inferentialhaitj since the logically stronger (8b) subsumes
any inferential role it could play. The conclusisnthen, that the relational inferences are
pragmatic aspects of explicit content rather tmaplicatures. The process involved is one of
free enrichment rather than saturation; | assuraeetts no case for a hidden indexical in ‘and’-
conjunctions linguistically mandating the pragmatntribution.

In the next section, I'll consider (and rejectyes@l attempts to account for the various
interpretations semantically, that is, in termshef encoded meaning of ‘and’. One of these
leads into a fairly extensive discussion of whytaer‘backwards’ relations (temporal, causal
and other) cannot arise when the sentences areicedjwith ‘and’, although they do arise in
the interpretation of merely juxtaposed sentences.

3.3 The semantic alternatives

Strong semantic accounts include the ambiguity \aed the single rich lexical entry idea of
Cohen (1971). According to the latter view, thesseof ‘and’ consists of a set of features,
including temporal sequence and cause-consequdimcaccommodate the fact that not all these
features are understood on every use of a conpamdie says that features may be selectively
pragmatically cancelled in particular contexts.r ifgtance, understanding the statement in (2a)
about the seasons in two parts of the world wawglve cancellation of both the temporal and
causal features. He claims that, unlike the seimantbiguity position, his is as much in line
with Modified Occam’s Razor (MOR) as Grice’s lodiand’, since it involves a single sense
for ‘and’.

| have given a range of arguments against bothaitti@guity and the complex sense
analyses of ‘and’ in the references cited abovd,vaili mention only a few briefly here. First,
Cohen’s use of MOR is rather sophistical; if sugdriaciple is worth observing at all, then it can
surely be further modified along the following lin8emantic features are not to be multiplied
beyond necessity’, in which case his rich multitfead lexical entry falls foul of it as much as a
semantic ambiguity analysis does. Second, asthélambiguity analysis, features proliferate as
one looks at more and more cases, like those jmah show that quite a number of different
temporal and consequence relations can arise. cidages a serious problem for Cohen'’s idea,
which the ambiguity account does not face: sontbede features are at odds with each other,
for instance, ‘temporal sequence’, ‘temporal oy@rénd ‘simultaneity’. It follows that his set
of features must be internally inconsistent, wtsakely precludes them from constituting a
single lexical sense. Finally, the process of eptual feature cancellation is not explained. Can
any feature be cancelled or are some inevitablygrved (the truth-functional ones, for
instance)? Is cancellation effected by a commuimeanaxim or principle of some sort oris it a
simple consistency mechanism? If the latter, vpnavents cancellation of one of the conjuncts
itself when it is at odds with a contextual assuarp{'not P’ may be contextually salient to the
hearer while he is processing an utterance of tPQ)? | take it that this idea of a single rich
sense for ‘and’ cannot be maintained, and moveoanto another semantic account.

Bar-Lev & Palacas (1980, 139-40) (henceforth B-IPRconsider first a set of data which
are essentially variants of the Clark case, givef@) above:

9 a. Max didn’t go to school; he got sick.
b. =/= Max didn’t go to school and he got sick.



(10) a Max fell asleep; he was tired.
b. =/= Max fell asleep and he was tired.
11) a Max fell; he slipped on a banana peel.
b =/= Max fell and he slipped on a banana peel.

In all these cases, a very natural interpretatidhe (a) member of each pair, the
non-conjunctive variant, is that the second clagiges a reason for the first, which is, therefore,
in some relation of consequence to the secondelaBe the clause presented second is
understood as temporally prior to the one preseiigtd Later in the paper they give a further
range of examples, which show that there are adstrictions on the set of possible relations
between states of affairs presented conjunctivebtrictions that don’t affect those presented
non-conjunctively. One of their examples is give12):

(12) a. Wars are breaking out all over; Champaigh@rbana have begun having border
skirmishes.
b. Wars are breaking out all over and Champaighlénbana have begun having

border skirmishes.

This extension to the data will be considered jateaises some quite new issues, | think. For
the moment, I'll concentrate on the temporal/consatgjal examples in (2)-(4) and (9)-(11),
which motivate B-L&P’s analysis. They briefly poiout that pragmatic maxims concerning the
order in which we communicate material, such as€®simanner maxim of orderliness, and
Schmerling’s principle of pragmatic priority, acdarg to which we lay the groundwork for what
we are going to say next (see Schmerling 1975,,288lke the false prediction that the pairs of
examples above are equivalent. This is a poitishaorth emphasising, as the setting up of
maxims or principles of discourse which stipuldtattthe order of utterance must match the
chronology of the events described is widespredeke are two more manifestations of the
tendency:

A. Submaxim of Time In so far as possible, make the order of sasefigct the order of
events.
(This is seen as just one dimension of a more génenversational maxim which
enjoins a speaker to ‘make her sayings “mirrorvitozld’.)
(Harnish, 1976, 359)

B. Temporal Discourse Interpretation Principle: Given a sequence of sentencgs.SS,
to be interpreted as a narrative discourse, ttexagrte time of each sentengésS
interpreted to be: (a) a time consistent with tekrite time adverbials in;Sif any, (b)
otherwise, a time which immediately follows theereince time of the previous sentence
Si.
(Dowty, 1986, 45)

These too predict that the temporal interpretatibtne pairs of examples in (4) and (9)-(11)
should be the same, contrary to fact. It lookstprdear that attempts in this direction should be
abandoned. (See Carston 1990/95 and, especialgoM& Sperber 1993b/98, who mount a
strong case against such ‘special-purpose sequendes’, as they call them.)



B-L&P go on to say that, whatever the source efrtteaning differences is, it cannot be
to do with the order of the constituent clausesesithis ordering is the same for the two
members of each pair: ‘... on the contrary, thengkaof meaning is uniquely associated with the
presence of “and”. At this point it seems mosuraltto conclude that the cause of the change
lies in the meaning of “and”, rather than in a digse principle of any sort’ (1980, 140). While
this is not an unreasonable conclusion to comi¢ i®py no means a necessary one. Note that
the various discourse principles of informationesrdg actually get it right for the conjunctions
(at least those so far considered). Where thégdaln is in accounting for the relations that
arise in the non-conjoined cases. So, what thiesergations most clearly entail is that these
maxims should be dropped (assuming we don’t wattodirse principles whose domain is
restricted to a subset of cases of linguisticatlgagled conjunction), and some other pragmatic
principle brought into play, one which allows fbetbroader range of relations possible for the
juxtaposed sentences, since these patently capretdained semantically. The
communicative principle of relevance is such ag@gke. Then, in addition, it is necessary to
account for the difference between the conjunatages and their non-conjunctive counterparts,
which may be explainable in terms of the semartidke lexical item ‘and’, as B-L&P claim.

In fact, nothing in their observations up to thsr excludes the possibility of a wholly
pragmatic explanation, but it may be instructivéotak at their semantic account.

On the basis of the examples (9)-(11), they preplbat the semantics of ‘and’ is not the
simple truth-functional semantics of the logicahgmction operator, but that it has a crucial
feature specifying a relation of ‘semantic commadmetween the two conjuncts:

(13) The first conjunct, S’, semantically commatius second conjunct, S”; that is, S” is not
prior to S’ (chronologically or causally).

They claim that there is an analogy here with d@astic concept of command, familiar from
generative grammar, according to which A commands Bng as B is not higher (in a syntactic
tree) than A. They don’t develop this analogy, eilhiemains impressionistic at best. In fact,
syntactic theory over the past couple of decadseh®loyed various notions of structural
command, of which the most durable and useful Ihaggal to be c-command, which bears little,
if any, relation to the concept of ‘semantic comutiaas given in (13). So | doubt that it's worth
pursuing the possibility of an analogy between ¢hgifferent notions of ‘command’.

Turning to the main point now, which is the propdsemantics for ‘and’, that S” is not
chronologically or causally prior to S’. This is anmediately appealing characterisation in that
it seems to encompass the whole spectrum of terh@adaconsequential relationships which the
conjunctions in examples (2a)-(2h) and (9b)-(1Xp) bave and to exclude those that they cannot
have. It covers the full range of temporal relasie simultaneity, overlap, containment, forward
sequencing - and excludes backward sequencingasiynit allows for the full range of
relations of consequence which the second claugebman with the first, and excludes the first
from being a consequence of the second. Furthexntas clear that this analysis leaves a
considerable amount of appropriate work for pragreain determining, for any particular case
of a conjunctive utterance, precisely which, if ailgmporal and consequential connection is to
be taken to pertain. The relevance-based pragmuadilysis given in section 3.2 would go
through, without any obvious changes being requiigdng as its input the ‘semantic
command’ characterisation of conjunction. Finatlhys semantics for ‘and’ avoids a range of
problems which other attempts to give a semantioaat have fallen prey to. As mentioned



above, the semantic ambiguity account and Cohemtgaal multi-featured semantic account
wind up having to proliferate a potentially infiaihumber of senses or features in their bid to
account for the full set of subtly different temaloand consequential relations that different
examples communicate. Worse still, some of theases or features contradict others, for
instance, simultaneity and sequentiality. So B-It&ccount seems to me to be the most
promising of the semantic options on offer.

However, it turns out not to be satisfactory. &oe thing, the difference between
examples like (12a) and (12b) does not seem tetauated for; I'll look at this case, together
with a further range of data, in section 3.5.2.e Blecount raises some other worries. First, it is
not clear what the intended semantics of ‘andiisether it has, say, three features, one
specifying the truth of the first conjunct, anotkeecifying the truth of the second conjunct, and
the third stipulating the semantic command relabietween the two, or whether it just has the
semantic command feature with the truth featuresebmw derived from or implicit in it.

Second, although it allows for the full range ohforal and consequential relations that can
occur, what it seems to come down to is a cleveravdinding a single descriptive statement
which covers the set of examples. That is, trerething explanatory about it. Why should the
‘backward’ relations be excluded by the presencarad’ but not by the mere juxtaposition of
sentences? This might seem to be an unreasormabla suestion to pose. An explanatoriness
requirement is a tall order in this realm, akiragking for an explanation of why the word
‘bread’ means bread; lexical semantic facts sinapgn’'t explainable, ‘I'arbitraire du signe’, as
Saussure put it. However, in this particular chgelieve, a more explanatory account is
possible, though, certainly, the focus won'’t be aetic. A deeper account will emerge from
consideration of the syntactic differences betwamrjunctions and juxtapositions, and some
basic facts about human cognitive processes.

A more substantial worry is that this semanticlysia is riven by counterexamples, cases
which should make it apparent that the attempttmant for the restrictions on conjunctive
interpretation in semantic terms is doomed to pegdenadequacy, no matter how artfully done.
The sort of counterexample which springs to mihdne takes B-L&P at face value, is the
following:

(14) a. She lives now in Crouch End and she livelluswell Hill three years ago.
b. The boy is dead and he was shot by the soldiers

The state of affairs recounted in the second canjoh(14a) is clearly chronologically prior to
that expressed in the first one. The event desdridly the second conjunct of (14b) is causally
implicated in the state of affairs described byftrst one. In a charitable spirit, one might allo
that semantic indications in the conjuncts thenesetwerrule the semantic command
requirement on ‘and’, so ‘used to live’ explicifyaces the second mentioned state of affairs
before the ‘lives now’ state of affairs; similarfpr the sequence encoded by ‘was shot’ and ‘is
dead’. All the same, if this semantic command nexpient really is an intrinsic feature of the
semantic®of ‘and’ we would expect some sort of oddnessasion in these examples, if not a
downright contradiction, between the dictates of@etic command, which preclude the
temporal priority of the second conjunct, on the band, and the temporal order imposed by the
explicitly given linguistic content in the conjuscion the other. | assume that intuitions are
agreed that there is nothing contradictory or ewddly uneasy about these examples.
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B-L&P (1980, 142-43) discuss an example of Gazddr979, 69-71) which raises the
same problem in a different form:

(15) If the old king has died of a heart attack anmdpublic has been formed, and the latter
event has caused the former, then Tom will be ecdnte

Leaving aside the argument between Cohen (197 1%azdar (1979) which prompted the
example, my point, again, is that on the semamtoroand analysis, the three conjunct
antecedent of this conditional should have a cdittary feel, since we are being told both that
a cause-consequence relation between the secojushcband the first is precluded and, then,
that just such a relation holds. In discussing &€xample, B-L&P say ‘The two original
conjuncts “float” with respect to each other, nmaatic relationship implied, or not implied ...
in (15) [‘and’] implies logical conjunction alonejth the third conjunct spelling out an
otherwise unavailable meaning.’ (1980, 143) Tlisnss right, but | don’t see how it is
compatible with the semantic command feature wtaohtrary to what this quotation says, does
indeed imply (in fact encode) that a particulaatieinship is excluded. There is a marked
inconsistency here which may indicate that B-L&P aorking with a notion of semantic
command which differs from the one they actuallyrfalate. | am unable to work out what it
could be. In trying to find a reformulation thabwd bring the notion into line with their
discussion of the Gazdar example, | was driven b@aek ambiguity analysis which involves
listing all the possible relations between the aanfs and which, of course, includes, as one
sense, the truth-functional definition, which ig tthe needed to explain this example. |take it
as established that the ambiguity analysis is btiieorunning and conclude that examples (14)
and (15) provide strong support for the pragmataoant.

In fact, the information that imposes the ‘backavaemporal and causal relations does
not have to be encoded in the conjuncts, as th@ifirig examples indicate:

(16) a. She did her BA in London and she did hdevels at home in Leeds.
b. The plant died and it was Mary who forgot taevat.

It is not the semantic content of the conjuncts$ thetates the chronology, since the tenses in the
conjuncts in each case are the same, but genayaléaige about the order in which people
usually do A-levels and BAs in our society and alibe life and death of houseplants. So
what’s going on here is that pragmatically derivgdrmation is overriding the alleged
semantics. This runs counter to everyone’s commepf the nature of semantically-decoded
versus pragmatically-inferred content. The fundat@lecharacteristic of pragmatically derived
meaning is its cancellability or suspendabilitye($§&rice 1967/89b, Horn 1972, among many
others), while semantic content is invariant, cetedependent and uncancellaBle.

Even more interesting in this regard, and with mbimader implications than these
cases, is the following example, due to Larry Horn:

@an A Did John break the vase?
B: Well, the vase broke and he dropped it.

Here the event of dropping the vase is readily tstded as having preceded and caused the
breaking of the vase, although this belies therooflehe conjuncts. Now, there is certainly
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something more going on here than in the casesqudy considered. The speaker is avoiding
explicitly expressing the proposition that JohnKerthe vase, the utterance of which would be
briefer and more direct than the one she has peztlugvhat she communicates explicitly is two
of the crucial premises the hearer needs in oaarrtve at the conclusion that John did break
the vase. She is making the hearer do some eX@&@@ntial work in deriving an answer to his
guestion and so, in relevance-theoretic termsyttegance should convey effects that the more
direct utterance would not, which indeed seemsetthb case. There is more to be said about
how this example works and I'll take it up agaitelan the chapter. The important point here is
that whatever the effects this response has, iodh&ext of the preceding question, they are not
effects derived via contradiction, contrary to wtie ‘semantic command’ analysis entails.

As ever, there are two levels at which the infeatly derived relation between the
conjuncts of this example could be establishethatevel of the proposition explicitly
expressed or at the level of implicature. Thaeiger: (1) the pragmatically enriched
proposition expressed (the basic level explicatisrapmething along the lines of ‘The vase
broke as a result of John’s dropping it’, or: (2¢ proposition expressed does not include any
specification of a cause-consequence relation @erthaps, not even any temporal ordering; the
two events are simply represented as having oatimréhe recent past. Then the inferred
cause-consequence relation is derived as an inyplesahat is, an implicated conclusion,
derived deductively from the conjunctive propasitexpressed together with the highly
accessible general knowledge proposition that dngpa vase is very likely to cause it to break.
| would opt for the second of these possibilitlast, a commitment need not be made at this
stage, because the point here is that, either tvage is a problem for the semantic command
analysis of ‘and’. Taking the first option, theoposition expressed would directly contradict the
semantic content from which it is developed, sithie specifies that the second conjunct cannot
be causally prior to the first. There is no suchtcadiction and again B-L&P would have to say
that a pragmatic enrichment was somehow cancedlinge semantically encoded material.

Taking the second option, we have an implicatunelwvcontradicts the proposition
explicitly expressed. This sort of situatioan arise; for instance, in the case of ironical
utterances, where a speaker dissociates hersaiftfre proposition expressed and implicates an
assumption or set of assumptions which contradicdye at odds with, the semantic content of
the proposition expressed. In such instancerihgosition expressed is not an explicature, in
relevance-theoretic terms; that is, it is not pamvhat is communicated (endorsed by the
speaker) but is rather a vehicle for the commuiuoatf some other assumptions (and attitudes).
In Grice’s terms, the speaker ‘makes as if to sayhething in order to implicate something else.
This, however, is surely not the case with B’snattee in (17); B is no less committed to the
truth of the proposition expressed than to the icaptd cause-consequence relation; indeed the
derivation of the latter depends on the assumel afuithe former. So the contradiction
predicted by the semantic command analysis musitletiveen the base-level explicature of the
utterance (which precludes the causal priorityhefsecond conjunct) and the implicated
conclusion that the dropping event (described éensticond conjunct) caused the breaking event
(described in the first conjunct). Again, ther@dssuch contradiction and, in fact, there could
not be, since this situation would involve a speak@ultaneously communicating (that is,
giving her backing to), not merely expressing, teotradictory assumptions. | take this to be a
reductio ad absurdurof the ‘semantic command’ analysis of ‘and’.
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There is nothing unique about Horn’s example; aitfitle thought, one can come up
with contextualisations which alter the supposdiligd (semantically encoded)
forward-directed temporal and causal relationsef@lark case in (4):

18) A: Bob wants me to get rid of these mats. selgs he trips over them all the time.
Still, I don’t suppose he’ll break his neck.
B: Well, | don’t know. John broke his leg and pped on a Persian rug.

The same exercise can be performed for exampleg12b) (with the help of some marked
intonation, probably a fall-rise, on the secondjenat). The upshot of all this is that the
‘semantic command’ analysis of ‘and’ has to be dbaed.

In the next section, I'll change tack temporaghd consider the non-conjunctive (or
juxtaposed) sentence pairs, which, in their tuavehhighly preferred interpretations. I'll come
back in section 3.5 to the ‘and’-conjunctions anag@gn account of why some interpretations
favoured for the juxtaposed sentences are preclirdedtheir ‘and’-conjoined counterparts.
This will be a wholly pragmatic account, groundedliaims about cognitive processing.
Finally, the somewhat marked examples in (17) a8, (n which it seems an ‘and’-conjunction
does allow a backward temporal and cause-conseguelation, have to be accommodated by
this pragmatic account; | return to them brieflysaction 3.6.

3.4  Cognitive fundamentals: causality and explanabin

Let’s consider the interpretive possibilities fokfaposed sentences. The second sentence in
each of (4a), (9a), (10a) and (11a) is understeqara@viding an explanation of some sort for the
state of affairs described in the first, as if a@asng an implicit ‘why?’ or ‘how come?’. Recall
that it's this explanatory role that the secondjenat of an ‘and’-conjunction seems unable to

play:

(9) a. Max didn’t go to school; he got sick.

b. Max didn’t go to school and he got sick.
(11) a. Max fell over; he slipped on a banana skin.
b. Max fell over and he slipped on a banana skin.

What is an explanation? What distinguishes anaagilon from other types of information,
such as (mere) descriptions? The standard anewiieist at least since Aristotle, is that an
explanation starts with what is taken to be a abrescription of a state of affairs and gives an
account of what necessitated, or at least constlathat state of affairs to be as it is. Sciemtif
explanation aims at causal sufficiency, but moredame conversational explanation may be
satisfied with much less, with citation of possit#asons, or enabling conditions, for instance.
Given a relatively broad construal of what mightgpas explanatory, it does seems that the
second sentence in each of (9a)-(11a) gives ameaibn (cites a cause or a reason) for the state
of affairs described in the first.

The prevalence of this sort of explanatory intetgtion for the juxtaposed cases is made
evident by an example that B-L&P mention in passihthe end of their paper:
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(19) a. Max can’t read and he’s a linguist.
b. Max can’t read; he’s a linguist.

The natural and immediate interpretation of thguoction in (19a) is that there is some sort of
contrast (or adversative relation) between thesefasts about Max. Such an interpretation is
entirely in line with our existing assumptions ablnguists and the ability to read. The
interesting case is (19b), where it seems thaiake the information that Max is a linguist as an
explanation for his inability to read. On the fadat, this is pretty surprising. It runs directl
counter to the standard assumption, which would lesato take these as contrasting properties,
highly unlikely to co-occur, and there is no lingically encoded content which could override
the stereotypic assumption and force this integpia@t upon us, as in ‘This Eecausée is a
linguist’, for instance.

In section 3.1 above, | noted that the tempordl@nsequential relations observed for
‘and’-conjunctions also arise for their non-conguincounterparts; this is one of the points
standardly proffered as evidence that the relat@m®sl not be seen as part of the semantics of
‘and’ itself. However, the examples in (2) and, (Bed to illustrate this point, did have to be
chosen rather carefully; consider the following:

a He hit her and she screamed.
b. She screamed and he hit her.
c He hit her. She screamed.
d She screamed. He hit her.

While the forward-directed cause-consequence oglasi strongly favoured in the two
conjunction cases, (20a) and (20b), this is notitably so for the juxtaposed cases in (20c) and
(20d). In both cases, the second sentence mighba/éaken as giving the cause or reason for
the behaviour described in the first. Both theseaconsequence and the fact-explanation
interpretations are compatible with common-sensaraptions about human interactions, and,
without further contextualisation, neither is olysty preferable to the other. What's interesting
about (19b), though, is the dominance of the faplanation interpretation. After all, a
cause-consequence interpretation is no more implausan the fact-explanation one; also, it
would better reflect a forward temporal relatiord d@ne idea that background information is
given first: ‘here’s a general property of Max wiigcas had the consequence that ... . Such a
relationship can be made to seem more plausibfetttefact-explanation one, by changing the
example to bring it into line with prevailing asspions about the inability to read and job
prospects:

(21) a. Max can’t read and he’s a street-cleaner.
b. Max can't read. He's a street-cleaner.
C. Max is a street-cleaner. He can't read.

However, this doesn’t seem to make much differéadbe interpretation process; while a
forward cause-consequence relation is highly addess the conjunction case in (21a), in both
(21b) (which mirrors the ordering of the conjunict§21a)) and (21c), the second sentence is
readily taken as an explanation for the fact obeim the first.

14



So the (temporary) shift of focus in this secti®nfrom a consideration of why certain
relations are precluded from the interpretatiotaati’-conjunctions, to similar considerations
regarding the juxtaposed sentences and, in patidal the dominance of the explanatory
interpretation of the second one. The accountetdtter will not amount to very much more
than an earnest assertion that we are explanatiekirg) creatures, so that, in general, when we
register a new fact/assumption about the worldlowk for an explanation for it. When the
source of that new fact is an utterance, the speaeassume that a further utterance on her part
which supplies an explanation for it will be relev#o the addressee.

Either the world is a vast causal nexus and ourtaheepresentation system has evolved
in such a way as to accurately reflect this, ag,world is not like this, being perhaps just ‘the
totality of facts’, but we have, nevertheless, deped this highly effective (that is,
survival-promoting), even if inaccurate, way of megenting it and acting on it. However ‘it’
may really be, there is overwhelming evidence ihatur striving to achieve a satisfactory
understanding of events in the world we very muglngfor organising our interpretations in
terms of cause-consequence relations; we will eéavmplausible, unevidenced causal
accounts rather than have none at all (hence Ged;itst Cause and causa sui).

Work in many areas of cognition demonstrates tis.instance, in their study of the sort
of reasoning that humans employ when required tkerfjadgments under uncertainty’, Tversky
& Kahneman (1982) have demonstrated the greatvadsevhich people construct causal
accounts for outcomes which they could not predictthe field of social psychology a
dominant paradigm is ‘attribution theory’ which sdeimans as lay scientists attempting to infer
causes (find explanations) for the effects theyeolss including, crucially, the causes of
particular instances of human behaviour (see Kdlf£52). Many people investigating the
inferential processes involved in text comprehamsichether in Al, psychology or pragmatics,
have remarked on the fundamental role of causah@ssons in understanding a text as a
coherent whole rather than as a series of unretstements (for instance, Schank 1975,
Keenan, Baillet & Brown 1984, Myers, Shinjo & Duff87, Singer 1994, Noordman & Vonk
1998). There is considerable evidence that werareh better at remembering both real and
fictional sequences of events that are causallpected than those that are just temporally
connected (Abbott & Black 1986, 129-130).

In these various disciplines, there is extensae af the notion of causal schemas; that is,
of knowledge structures consisting of a packagergpositional representations, concerning two
or more states of affairs, which are explicitlynegented as causally related. As discussed in
section 3.2.1, we seem to have a great many stabamas of this sort; for instance, the death
from shooting scenario, the dropping and breakingases, etc. However, given the ease with
which causal connections are imposed on novel segsehere would seem to be other less
fully scripted, more flexible, causal schemas, wagyn their degree of articulation and in the
number and type of open slots they employ, thusnatlg for the construction of new causal
sequences. In the absence of established or &tlaptausal schemas, the default procedure
might be as general as ‘Given two states of affajr®, the one hotly followed by the other,
consider P as having caused Q'.

The automatic reflex-like nature of the causakdmaking mechanism in our mental life
is demonstrated by work on perceptual procesdédwhotte (1963) showed the irresistible
tendency in humans to perceive sequences of eietasns of causal relations, even when the
perceiver is fully aware that the relation betw#smnevents is incidental and the apparent
causality is illusory. For example, although iteasonable, given our knowledge of the world,
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for us to believe that the collision of one biltiavall with another has caused the movement of
that other, we do not actually believe that a patiogreen light projected on a screen and moved
along to make contact with a patch of red lightsemuthe subsequent movement of the red light,
but we nevertheless inevitably perceive it as deimg Building on this, Rock (1983) talks of the
‘coincidence-explanation’ principle in accountiray the favoured perception of ambiguous
sensory stimuli. He claims that the perceptualesypgprefers, wherever possible, to account for
all co-occurring changes, correlated events or i@gopaegularities in the percept in terms of a
common cause; there is an implicit aversion to ptemed or coincidental variation or

regularity. He continues: ‘Temporal contiguity iadois a powerful determinant of perceived
causation ... So, for example, if a loud noiseuoggust as a light goes out, there is a feelirg th
the one has caused the other or that they areuseda This is a clear example of rejecting
coincidence even though we “know” better.’ (Rocl839137-138}°

In our understanding of human behaviour and seelations, causes and consequences
are no less central and considerably more divevigch of our cognitive life is given over to
explaining and predicting people’s actions/behawiddescribing this activity calls for a wider
array of terms than ‘cause’ and ‘effect’. On tla@iging side of the relation, we talk of people as
having ‘reasons’, or ‘motives’ for behaving in @t ways, of their being driven, forced,
induced, seduced, tempted, enabled, allowed, gtothers or by circumstances, to act in certain
ways; on the effect side we talk of consequen@ssilts, outcomes, achievements, side-effects,
etc. At the centre of all this lies our attributtito each other of such mental states as beliefs,
desires and intentions (discussed in chapter lipset.4). This folk psychological theory, or
theory of mind, appears to emerge in the normadldletween the ages of three and four years
(Leslie 1987a, 1987b). In conjunction with the ssieonsequence concept, already a
fundamental feature of the child’s representati@yatem, it gives rise to the ability to explain
episodes of human behaviour in terms of mentalesau¥he answer to the question ‘why did
Mary look in the box?’ moves from ‘because ther@enehocolates in there’ to ‘because she
thought/knevithere were chocolates in there andwhatedsome’. Quite generally, establishing
the agency of a state of affairs is only a smafl pwhat matters to us; we want to know the
agent’s motives, his intentions, the extent to Wwtie knew what he was doing, etc. This sort of
‘intentional’ explanation has manifold social andnad implications; on this basis, responsibility
is assigned, blame and credit are allotted, exonisestigating factors may be found,
punishments and rewards are meted out, socialoe$asire strengthened or weakened.

While nature may or may not be a system of caasdsffects, what is clear is that it is
not a system of explanations. We have to conséxjfanations for ourselves and we may
communicate them to one other. Explanations a@tbducts of minds, possibly only human
minds. Explanations are ‘meta-’ with regard tosesiand reasons. They are answers to
guestions of a certain sort, usually of a ‘why?daometimes of a ‘how?’, sort. Aristotle’s
doctrine of ‘the four causes’, the formal, the mialethe final and the efficient, is now generally
construed as a taxonomy of types of explanationpgroddes a useful way of thinking about the
sorts of relations between facts which we takegt@xplanatory. Aormal explanatiorof a state
of affairs, x, will be concerned with what constitsl an x; anaterial explanatiorof the same
state of affairs will be concerned with the meaypsvhich x came to be; fanal (or teleological)
explanationconcerns the ultimate purpose of x;edficient explanatiortoncerns the immediate
‘trigger’ for the occurrence of x. To illustrateynsider each type as a response to a ‘why/how’
guestion raised by the description in (22):
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(22) The chicken crossed the road.

Formal: She was on the east side at 2.00 andll@yshe was on the west side.
Material: She hopped like crazy for ten minutes.

Final: She wanted to join EImo on the other side.

Efficient: EImo told her to get on over, or else.

While both the final and efficient types are natwesponses to the English ‘why?’, the formal
may seem better prompted by ‘How do you know (#fet crossed the road)?’ (a point that will
be taken up again later) and the material by ‘Hovtlde chicken ...?’. But they are all
explanatory: they all involve the citing of a caussason or enabler of the state of affairs
described by (22), or of the belief that the stdtaffairs pertains. This distinguishes them from
the answers to ‘who?’, ‘what?’, ‘when?’ and ‘whergpe questions, that do not function as
explanations (at least not primarily). As the dssion so far would lead us to expect, explicit
conjoining of (22) with any of these destroys tlplanatory relation:

(23) a. The chicken crossed the road and she hdjgectazy for ten minutes.
b. The chicken crossed the road and she wangetht&lmo on the other side.
etc.

This point will be taken up again in section 3.5vhgere | consider why this interpretation is
impossible and whether these four types of explanatxhaust the relations precluded by
‘and’-conjunctions.

There are good and bad explanations (but not gaddad causes), there are real reasons
and bogus reasons (rationalizations) that may feeeaf as explanations for behaviour, and there
are great individual differences in what peopld adcept as satisfactory explanations. But
when it comes to the explanation interpretationttérances such as those just given and the
earlier (9a)-(11a), (19b), (20c), (20d), (21b) &ptic), such adequacy considerations are
essentially post-interpretive. Taking the secottérance as explanatory of the first is simply the
first strategy tried; when the effects it yielde @uzzling, as in the case of (19b), where Max’s
being a linguist is hardly a compelling explanatadrhis inability to read, the next interpretation
accessed and checked for adequate relevancek] thione on which the speaker is taken as
giving a facetious explanation, rather than asglsmmething else entirely, such as just listing
two facts about Max or predicating a property obd\dad then giving a plausible consequence of
that property.

Why is it the first strategy tried and why is iaimtained even when far from satisfactory?
It follows from a fundamental organising princigieour cognitive makeup, which requires that
our representations of individual states of affegftect them as being embedded in a mesh of
(broadly speaking) causal relations with otherestaif affairs. A representation that cannot be
so integrated will generally not be found relev@mvon’t have cognitive effects). Relevant
information is information that connects up withetmexisting representation of the world so as
to effect certain improvements on it; such ‘impnosats’, or positive cognitive effects, include
(a) the provision of confirmatory evidence, or ager grounding, for some existing
assumptions, (b) the disconfirmation and elimirmatd others, (c) the derivation of further
implications which follow from the new and the sting representations jointly, and (d) the
reorganising of information, perhaps into schemsasas to make subsequent information
processing less effortful.
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Another way of thinking about relevant informatisras information that answers
guestions one has or, equivalently, that fillsnoamplete representations (assumption schemas).
An explicit question tells the hearer what sorimdbrmation the questioner regards as desirable
or relevant (that is, rich enough in effects tonwethy of attention). As Wilson & Sperber
(1988b) put it, questions interpretively repreSerglevant thoughts or propositions; while
yes-no questions express complete propositionshadatt for confirmation or disconfirmation,
wh-questions express incomplete (that is, not fpitypositional) logical forms which represent
the sort of complete proposition the questionessars relevant. The kind of completion
required is explicitly indicated by the wh-word: athwhen, how, why, etc. For instance, a ‘why
P?’ question can be understood as interpretivglsesenting an assumption schema of the sort
‘P because ____’, indicating that the provisiomofexplanatory proposition would be relevant.

In the juxtaposed utterances we are considerorgn$tance (11a) repeated here, there is
no explicit question:

(11) a. Max fell. He slipped on a banana skin.

But, as the preceding discussion of causal reptasem and its fundamental role in our mental
lives is intended to suggest, when we registenvapmiece of information P, for instance, that
Max fell, we standardly construct a ‘P because ' assumption schema, the completion of
which will be relevant to us. So a speaker is lgsafe in assuming that a hearer presented
with a description will automatically formulate &hy?’ question (or, equivalently, access a ‘P
because ' schema); she can anticipate thigpenm@ps preempt an explicit question, by
supplying an explanation, which is bound to achigneexpected standard of relevance.
Conversely, hearers, looking for interpretationsclvimeet their expectation of optimal
relevance, will take the second utterance as eafbay of the first unless there are
overwhelming reasons not to. The relation is salitg accessible that it is usually not encoded;
that is, the speaker does not preface the secterdute with ‘That is because ... or ‘The reason
is that ...". The decoding of these would puthlarer to extra work, which would be justified
only if it gave rise to some effects which wereiéiddal to those yielded by the standard low
effort employment of the explanatory strategy.

Finally, recall that the cause-consequence relatiderstood to hold in many
conjunctive cases, such as (2d), repeated haagyrisgmatic enrichment of the encoded logical
form; that is, it contributes to the propositiorpeassed (the basic-level explicature), and so to
the truth-conditions of the utterance.

(2) d. She shot him in the head and he died ingtant

What about the cause-consequence relation unddrgidwld in the case of (11a) above, to the
effect that Max’s slipping on a banana skin causadto fall. | think this is an implicature

rather than an explicature, though it is a vergrajty communicated one. The derivation
process is very similar to that of example (933eation 2.3.4; | reproduce the crucial part of the
derivation:

(24) a. S’s utterance will achieve relevance bylarmg why or how Max fell.
(Expectation of relevance created by S’s assertiah Max fell)
b. Max slipped on a banana skin.
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(First accessible reference assignment which coaotdranto an explanation of
Max’s falling.)

C. A standard reason for someone falling is they slipped on a banana skin.
(First accessible assumption that might help expleaw Max fell)

d. Max fell because he slipped on a banana skin.
(Inferred from (b) and (c), satisfying (a), so adsgpas an implicature of S’s
utterance)

The following seems to be a likely generalisati@aminferred cause-consequence relationship
between states of affairs functions as a pragneatichment when the utterance expresses a
single conjunctive proposition and as an implicatwhen it holds between a sequence of
propositions expressed.

3.5 Relevance relations and units of processing

| return now to the issue of the relations that lsarunderstood to hold between the states of
affairs described in the conjuncts of an expliaitd’-conjunction, and, in particular, to why
certain relations possible in the juxtaposed casesiot possible in the ‘and’-conjunctions.
There are two questions here:
@) Since the bid for explanations of observed @rmmunicated facts is so fundamental,
apparently the first strategy pursued in the imeggion of the second sentence uttered in the
juxtaposed cases, why is it precluded from thejmetation of ‘and’-conjunctions?
(b) Supposing an adequate answer to this questiote given, does it provide the whole
story of the differences between conjunctions amtbpositions? That is, can all the precluded
relations be understood as cases of explanatisa@nipting a little, it is not obvious that the sort
of exemplification relation understood in (12a) @ are breaking out all over; Champaign and
Urbana have begun having border skirmishes’) candleded here, and there is a variety of
other ‘elaboration relations’, as they are oftelheck which can arise between juxtaposed cases
but not between conjuncts. The second questien, ik how are these other differences to be
explained?

| address these questions in order in the nexstbsections.

3.5.1 The conjunction unit

The claim is that the second conjunct can nawectfon in an explanatory role vis-a-vis
the first conjunct. It's important to distinguigiis from the claim being made by the ‘semantic
command’ analysis, that the state of affairs descrin the second conjunct can never be
understood as the cause of the first. We hava@reeen that this latter view is false, as shown
by the Horn example in (17), repeated here, (apdogpiate contextualisations of (9b)-(11b)):

@7 A: Did John break the vase?
B: Well, the vase broke and he dropped it.

Although the interpretation of B’s response wilbuthtless, involve deriving the assumption that
John is responsible for the breaking of the vasenit think there is any temptation here to
describe B as explaining to A that John causedbtbaking of the vase. Rather, B gives A two
facts and leaves it to him to do as he likes vhgmt. The ‘semantic command’ analysis of ‘and’
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misses the point: it makes the false predictioh ‘drad’ excludes the possibility of the second

conjunct being understood as temporally or caugalbyr to the first and it bypasses what really

needs to be accounted for, which is the preclusf@n explanatory role for the second conjunct.
In her study of such discourse connectives as ‘swreover’, ‘furthermore’, ‘after all’,

and ‘you see’, Blakemore (1987, 119-20) notes drashin the acceptability of conjunctions in

which they are made to occur, whether explicitlynoplicitly (that is, encoded or left to

inference):

(25) The road was icy and [so] she slipped.

She’s good-looking and [furthermore/moreoven father’s rich.

? She slipped and [you see] the road was icy.

? She passed the French exam and [after allssh native speaker.
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Taking out the ‘and’ to render them non-conjunctivakes all four equally acceptable. As
discussed in the previous chapter, Blakemore’$yaiseaof the semantics of these connectives is
in terms of directives to the hearer to put theppsition they introduce into a particular
inferential relation with other available proposits; in this way, she achieves a uniform
characterisation and these connectives seem todaratural class, distinct from
truth-conditional connectives such as ‘after’, tv&f, ‘while’, ‘because’, ‘unless’, etc. So the
guestion is why they should split into two grougsew used in an ‘and’-conjunction. Part of the
answer is given by the following observation:the proposition introduced by “you see” must
be relevant as an explanation. That is, it isvieelé as an answer [to a question] raised by the
presentation of the first proposition. ... The sgmint applies to the connection expressed by
“after all” (Blakemore, 1987, 123). The rest bktanswer, of course, has to address the
preclusion of the explanatory function from a caomwjtion:®

Blakemore’s claim is that, when a speaker prodacesxplicit conjunction, it is that
complex conjoined proposition that carries the pn@stion of optimal relevance and not the
constituent propositions (the conjuncts) individyalThat is, it is the conjunction as a whole,
which is the unit that should satisfy the presumpbf optimal relevance. It follows from the
communicative principle of relevance that a hearentitled to assume that he won'’t be
required to expend processing effort gratuitoutigs is, that the effort demanded will be
adequately rewarded by cognitive effects. A hepresented with a conjoined sentence is being
required to undertake the processing that follawsfthe lexical and syntactic structure
involved in conjoining and can therefore expeceetf that would not follow from the conjuncts
taken individually. The individual conjuncts mag televant in their own right, but there is no
automatic presumption that they will have adeqeéfects individually**

This single processing unit idea receives sompatirom the fact that a conjoined
subject, phrasal or sentential, may function agngastic unit with a single determiner or
complementiser, and take a singular verb:

(26) a. Friends, whose [kindness and encouragerhast]..
b. My [hope and wish] is to ...
C. That [John had an affair and Mary left himfisad fact.

Further support comes from work in discourse amalysSchiffrin (1986, 1987) looked at a
wide range of attested conversations, comparing os&nd’ with ‘zero’ (no connective), and
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concluded that a primary use of ‘and’ by speakes t@ signal to hearers that the new utterance
was to be understood as a continuation of eitreemtimediately preceding utterance or an
earlier one which had been interrupted or sidedlimesome way. As she puts it, “and” often
displays an upcoming utterance as part of a notyeipleted interactional unit’ (Schiffrin 1986,
57).

Let's consider some of the earlier examples asga®ing units meeting the expectation
of relevance as a whole. As the examples in (B\eof which are repeated here) illustrate,
conjunctions are frequently taken to communicatbranological sequence of events and, where
relevant, the state of affairs described by themseconjunct is taken as a consequence of the
first.

(2) b. He handed her the scalpel and she madediszan.

d. He left her and she took to the bottle.

f. She went to the yoga class and felt her anigty
In cases such as (2b)-(2f), the cognitive effetth® conjunction unit crucially hinge on these
assumed relations; for instance, the effects of if2dy include implications concerning the
working relationship between the ‘*he’ and ‘she’ddhe nature of the activity they are engaged
in, which will depend on the assumption that theose action described followed closely on the
first and the first was a necessary precursor@tttond (that is, she needed the scalpel in order
to perform her incision). The particular scenanalerstood here will be taken as an instance of
a more general stereotypical schema, about peaplavg together to perform an operation, and
it might prompt some adjusting of standing assuamstin this schema about male and female
roles. Assuming that schemas (sets of relatedogrbpns, stored together) really are cognitive
units, and there is much evidence to support #&e Anderson 1980, Lloyd 1989), | suggest
that, in at least a great number of cases, conpumstvill map directly onto such units rather
than onto individual propositions. Their relevanda# lie, at least partially, in the reinforcing
effect they have on the schema as a whole and dlainations they might introduce to subparts
of the schema.

Example (2a) was included as a case that didiuetrgge to a directional interpretation,
and (18a) might be another such case where revardad conjuncts makes little difference to
the interpretation.

(2) a. It's summer in England and it's winter ini&ealand.
(18) a. Max can’t read and he’s a linguist.

Symmetric these may be, but, given what I've saoua the principle of relevance applied to
conjunctions, they ought to have some effectsftiikw from their having been conjoined. The
obvious sort of effect here is, broadly speakintge of contrast® In (2a) the effects would
involve various comparative judgements about Erdyamd New Zealand, the activities one
could pursue there at this time of year, the wayttto landscapes might look, which place one
might prefer to be in, etc. In (18a) where itvi®tproperties, predicated of a single individual,
which seem to be understood contrastively, theceffimight principally consist of implications
(and questions) about the sort of abilities araratier that Max might have, given this unusual
co-occurrence of attributes.
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If it is correct that a conjunction is processedaingle unit for relevance, then the last
step in the account of the exclusion of explanatatgrpretations from conjunctions follows
directly: one conjunct cannot function as an exglem for the state of affairs described in the
other, since an explanation is an answer to a ‘Whiyhow come?’ question and ‘questions and
answers are by their very nature planned as sepattatances, each one satisfying the principle
of relevance individually’ (Blakemore 1987, 123).

This account applies in a pleasing way to somengkas which exhibit rather different
properties from those of the cases consideredrso fa

27) a. Jim has a new girlfriend. He goes to Nek every weekend.
b. Jim has a new girlfriend and he goes to Newk¥awery weekend.

There are various possible interpretations of (2na)uding a cause-consequence one, on which
(27a) and (27b) are essentially the same, scheafigtie (and) so Q’. But what I'm concerned
with here is an interpretation of the juxtapositiorf27a) which is not possible for the
conjunction in (27b). The solution just proposted,the restrictions on conjunction
interpretation, predicts that the second conjufi¢2@b) will not be able to function as an
explanation of the fact given in the first conjunghich indeed seems to be the case. As we
have seen, this is the sort of relation that juataal utterances, on the other hand, frequently
enter into.

However, the backwards causal relation which hreaee likely to understand for the
juxtaposition in (27a) is different from that dissed so far. It is obviously not the case that
Jim’s going to New York every weekend is a causa mason for his having a new girlfriend.
Rather, it is the fact of his going to New York gxeeekend that gives the speaker grounds for
herbelief that Jim has a new girlfriend; that is, it pl@aysausal role (as a premise) in her
deriving this conclusion. It is not too surprisitingit this is an accessible interpretation for the
juxtaposed utterances, since, as is widely ackroyee, it is often the intended interpretation of
a ‘because’-clause, as in (28a):

(28) a. Jim must have a new girlfriend, becausgdes to New York every weekend.
b. Jane has left, because her son isn’t here.

The two scope possibilities for ‘because’-claugesctearly evident in (28b): it can be
interpreted either as giving the reason for Jahalang left, or as providing evidence for the
speaker’s belief that she has left. This is therofliscussed distinction between a content
relation and an epistemic relation (see, for instaisweetser 1990 and Oversteegen 1997).
Further context is required to choose betweenwoepbssibilities in this case.

This ‘reason for believing’ interpretation of tjuxtaposed utterances in (27a) is easily
handled within relevance theory, which, as outlimedhapter 2, section 2.3.1, claims that an
utterance may communicate several propositions@typl So, for instance, the first utterance
in (27a), used literally, would have at least tbiofving explicatures:

(29) a. The speaker is saying that Jim has a nefriend.

b. The speaker believes that Jim has a new gl
C. Jim has a new girlfriend.
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So a ‘why?’ question can be raised in reactiomipa these and the second utterance taken as
explanatory of any of them. In the case of (2##&,second utterance, ‘he goes to New York
every weekend’, is most likely to be taken as goianatory follow-up to (29b), the higher-level
explicature representing the speaker’s propositiattdude, rather than to (29c), the proposition
expressed, which has been the target of the expmana all the previously discussed juxtaposed
cases.

In the next section, a new group of examples msickered, showing that there are
relations other than explanation, that can be comcated by using juxtaposed sentences, but
which cannot be communicated if the two sentences@njoined in a single unit. | shall try to
extend the account already given to cover these.

3.5.2 Elaboration relations

The story given above for the prohibition on aplaration relation between conjoined
sentences turned on the fact that an explanatian aswer to a ‘why?’ question (whether
explicit or implicit) and, as quoted above from B}aore, ‘questions and answers are by their
very nature planned as separate utterances’. widudd indicate that the account should extend
beyond ‘why?’ questions to other types of questidhe following examples, suggested by
Deirdre Wilson, show that this is so:

(30) a. | ate somewhere nice last week; | ate atddaald’s.
b. | ate somewhere nice last week and | ate atibtaald’s.
(31 a. | met a great actress at the party; | natégsa Redgrave.
b. | met a great actress at the party and | mee¥sa Redgrave.

The juxtaposed variants here do not communicaexplanation; the second utterance in each of
(30a) and (31a) does not give a cause or a reasdhef event described in the first utterance, or
for the speaker’s belief in the proposition it exgses, nor do they provide an analysis (a formal
explanation) of any of the concepts in the firsex#nce. They do have an amplificatory
function, though, and are readily understood asamses to questions, prompted by the first
utterance. In fact, the first utterance in eacfB6f) and (31a) seems specifically designed to
raise the questions ‘where?’ and ‘who?’, respebtjwehich the second utterances answer.
Again, conjoining these with ‘and’, as in (30b) &B8db), knocks out that interpretation and
causes a strikingly different one to come to mingdlving some sort of contrastive relation).

Notice that these differences between the (a)lndersions could not be accounted for
at all by the semantic analysis in terms of ‘semcasdmmand’, nor by any other semantic
analysis for that matter. They follow, howevegrirthe observation that ‘and’-conjunctions are
single processing units, meeting the pragmatiermaih of optimal relevance as a whole. It may
be that questions of the ‘who?’, ‘what?’, ‘wheré@hen?’ sort have to be more deliberately
provoked, as they are in these cases, than doéstili@’ or ‘how come?’,
explanation-requiring, sort of question, whosestesit appearance has already been noted, in
discussing the juxtaposition examples in (19)-(21).

It is also interesting to note which sorts of sk level linguistic entities can be
conjoined and which cannot. For convenience éfer to the declarative, the imperative and the
interrogative as sentence types, and represeypbe as follows: P, P!, and P?. Clearly, an
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acceptable conjunction can be formed by conjoitiwm sentences of the same type, but there
seem to be certain restrictions on the mixing pety

(32) a. [P!and Q]
Mow the lawn and I'll lend you my stilettoes.
b. [P and Q!]
He’ll be here soon and make sure dinner is ready.
C. [P and Q?]
You'll get back together and will it make you Ipg@
d. [P? and Q]
? Will you be happy with him and you’ll have to giup your job.
e. [P? and Q] where Q is answer to P?
?? Why did he leave her and she did nag at Hithetime.

There are varying degrees of acceptability here(32e) seems to be the least happy of these
attempted conjunctions, with (32d) also somewhatsyg. It looks as if question-answer
conjunctions are not possible, which is what theaat of the exclusion of the fact-explanation
interpretation of conjunctions predicts. It maytbat the only [P? and Q] type that we can get
away with is, in fact, interpreted as [P?] [R andMere R is the inferred answer to P?, so (32d)
is understood as:

(33)  Will you be happy with him? You won’t be aypolu’ll have to give up your job.

It is noticeable that the acceptability of thistsafrconjunction drops markedly when the
intended answer to the question isn’t immediatelyaaent:

(34) Why did the chicken cross the road and slseds a featherbrain.

If these observations are right, there is a queteegal restriction on the conjoining of an
interrogative and declarative, and (32d) is moueately represented as a case of
sentence-initial ‘and’:

(35 a. Will you be happy with him? And you’ll hato give up your job.

So the single processing unit nature of conjunctimupled with the observation that, in various
of the juxtaposed cases, the second utterance rappdae answering an implicit question raised
by the first, provide the ingredients for an acdoafrwhy so many of these relations cannot be
communicated by a conjoined utterance.

Other relations possible for juxtaposed case&kcitided from conjunction are
exemplification and restatement or reformulati®@ar-Lev & Palacas (1980) mention some of
these, including (12) above, repeated here, and (36

12) a. Wars are breaking out all over; Champaigh@rbana have begun having border
skirmishes.
b. Wars are breaking out all over and ChampaighUrbana have begun having

border skirmishes.
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(36) a. Language is rule-governed: it follows regudatterns.
b. Language is rule-governed and it follows regpkterns.

With regard to these and othéPghey say: ‘... “and” is mutually exclusive withhetr conjoining
relationships, including exemplification, conclusyy and explanation ... In nontemporal,
noncausal cases, “and” is inadmissible in relatiggsheading in either direction, forward or
backward’ (B-L&P 1980, 143-4). These observatisesm to be essentially correct, but | do not
think that B-L&P’s analysis can account for thefirhe conjunctions in (12b) and (36b) do meet
their ‘semantic command’ requirement, since th@sdaonjunct is not interpretable as
temporally or causally prior to the first, but #folowing question then arises: why is it that they
cannot be understood in the same way as the jusg¢apcases? This question is not addressed
by B-L&P.

Elaboration relations, which include exemplificatiand restatement, have received a lot
of attention recently, in the coherence theoryditiere’” The relation of elaboration is one type
of coherence relation, which is usually kept distiinom a variety of other backward-directed
relations such as evidence, justification, and @xalion. Classifications of these relations vary,
but frequently cited subtypes of elaboration axeneplification, restatement and several
varieties of specification. Here are a couplex@maples of the ‘specification’ relation, taken
from Mann & Thompson (1986):

(37)  Your behaviour bothers me. You come in drundét wou insult the waiter.
(38) Karen is so photogenic. She has a realllidrtismile.

They categorize (37) as a case of ‘generalizatistance’, that is, the second utterance provides
an instance of the abstract generalization initisg find (38) as a case of ‘whole-part’
specification. These, again, are cases wher@icomy the clauses with ‘and’ blocks the
relation!® The account given so far can be extended to trassus examples falling under the
general elaboration label, in that the second anie in each case can be understood as
answering an anticipated question: for (12a) ‘wleeeewars breaking out?’, for (36a) ‘what does
it mean to say language is rule-governed?’ or ‘Vhg? (37) ‘what’s the problem with the
behaviour?’ or ‘why?’, for (38) ‘in what respectske photogenic?’ or ‘how?’

However, there is more to be said about at leasesof these examples. In cases such as
(36a), where the second utterance can be consigiadother way of putting the first, it is, in
relevance-theoretic terms, arterpretationof the first utterance (rather than a descriptba
state of affairs). This way of thinking about nefwlations, or restatements, has been discussed
within relevance theory by Blakemore (1993, 19907a). In the course of this work, she has
analysed a variety of conceptual (as opposed toegroal) discourse markers, whose function
seems to be to tell the hearer that the utterdreepreface (or some part of it) is a
representation of a preceding utterance (or somepd), rather than a description of a state of
affairs. This group of markers includes ‘that isi,other words’, and ‘in short’. Here is one of
her examples:

(39) a. At the beginning of this piece there issaample of an anacrusis.

b. That is it begins with an unaccented note which is not pithe first full bar.
(from Blakemore 1997a, 8)
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The relation of (39b) to (39a) is more or less ta=h to that of the second utterance to the first
in (36a) above, although there is no explicit iaie of the relation in (36a). It would be natural
to suppose that the second utterance in (36a)agpieted as a reformulation of the first
utterance, one which gives the hearer easier atzéiss contextual assumptions against which
processing the proposition expressed by the fitetance will achieve an array of effects. Put
differently, these are cases of ‘formal’ explanat{eee discussion of explanation types in section
3.4 above); they involvexplainingthe meaning of ‘anacrusis’ and of ‘rule-govern@® applied
to language), thereby enabling the hearer to déuntber contextual effects from the first
utterance (assuming he did not already have gyfalp of the meaning of these expressions).
This explanatory, question-answering role of theogd utterance accounts for the
nonoccurrence of the relation in (36b), the corgdicounterpart of (36a). Formal explanations
(that is, explications of the meaning of expressjamill, necessarily, involve the interpretive use
of a representation.

Finally, consider the exemplification relationeexplified in (12a) above, (perhaps also
in (38) despite its ‘specification’ labelling), ahére in (40a), a relation which disappears when
the two sentences are conjoined :

(40) a. | always pick the wrong quetleyesterday | ended up waiting a quarter of an
hour to get to the checkout.
b. | always pick the wrong queue and yesterdayded up waiting a quarter of an

hour to get to the checkout.
The second utterance in (409a) could be comfortatdfaced by ‘for example’ or ‘for instance’.
In Carston (1992, 164), | suggested that exemplibo is a way of providing evidence
(inductive support) for a claim. Blakemore (199Z@01) gives some substance to this idea,
pointing out that the recognition of a particultate of affairs as an example brings with it an
assumption that it iypical in some respect, and that, therefore, there & afother cases
which have the same property. She says ‘it is tiggastion that there are other cases which
could have been cited which makes exemplificatiochsa good means of providing evidence for
the claim exemplified’ (Blakemore 2001). To makel@m and then to present evidence for it is
to produce two utterances, each of which carrieptiesumption of relevance individually; this
explains why exemplification is not a possible tiela between the conjuncts of an ‘and’-
conjunction, since they comprise a single unit pssed for relevance.

The relations discussed in these sections, whaalacise for juxtaposed cases but not for
conjunctions, are explanation, evidence, refornmutatnd certain sorts of elaboration; logical
consequence is another (see endnote 16). Thegadlin common the property that they are not
relations ‘out there’ in the world; they are redais that hold only in minds, perhaps only in
human minds. They are relations between repres@méa On the other hand, the temporal and
cause-consequence relations, which may hold bete@gnncts, are very much out there, or, at
least, are assumed by us to be out there; we ee¢igm perceptually and we represent them in
our factual beliefs.

In the next section, | leave the two-unit cases @ncentrate on completing the account
of the pragmatics of ‘and’-conjunctions, focussargthe forward-directed temporal sequence
relation so typical of these examples.

3.6 Processing effort and iconicity
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A temporal sequence relation is very often infetgetiold between the state of affairs described
by the first conjunct and that described by theosdc The pragmatic account of this, given in
section 3.2.1, relied heavily on the idea of hightgessible narrative scripts, in which these
sequential relations are represented. But thiaadme the whole story, since there is a range of
other cases in which sequential (and cause-conseguenrichment cannot be a result of
scripted knowledge.

Consider the following:

(41) a. Sally cooked some vegetables and she lhiedaal more optimistic.
b. Mary put on her tutu and did a highland fling.
C Bill saw his therapist and fell down a manhole.

(42) Tonto rode into the sunset and he jumpéal los horse.

a.
b. Bill went to bed and he took off his shoes.

Each of the examples in (41) is taken to commuaiegdemporal sequence, though none of them
involves a stereotypical scenario, in which theympresented as sequentfalThe examples in
(42), on the other hand, give ready access toiptsttre ‘jumping onto horse and riding into
sunset’ script and the ‘taking off shoes, etc. getling into bed’ script, so the question theyeais
is why the stereotypical script does not lead baekwards temporal relation being inferred as
holding in the two examples. Why isn’t (42b) urateod as ‘Bill went to bed after he took off
his shoes’?

I've dismissed accounts that rely on a pragmatgim or principle which enjoins
speakers to present their descriptions of stata#faifs in the order in which these took place in
the world. These are kinds of iconicity principlas is made explicit in Harnish’s (1976, 359)
supermaxim: ‘Be representational; in so far as iptsssmake your sayings “mirror” the world’,
from which his more specific mirroring submaximstiofie and space follo#. For the reasons
already given, in section 3.3, it would not be adjmove to reinstate maxims of this sort,
although they do seem to account for the persigtégrpretation of ‘and’-conjunctions as
involving temporal sequence, even in cases lika)422b), where this runs counter to
stereotypical assumptions and leaves us with advirierpretation.

The explanation is, I think, a general cognitive @ather than a specifically pragmatic
one; it concerns the relative ease/difficulty oftam processing paths. The processing of
proximal stimuli of an unintended sort cannot lalket place in a certain order. When a certain
(visible or auditory) event,;eoccurs in the world, and is followed by a secewmdnt, ¢, and
both of these are picked up by the appropriateasgnsansducer and processed perceptually and
conceptually, the processing of a representatidhefirst event begins before the processing of
a representation of the second event. So, tongfisent extent, the processing of the second
event takes place in the context of the prior pgeirg of the first event, rather than vice versa.
We have no choice but to process an awful lot farmation in this way; it impinges on our
receptors in the order in which it occurs. Givieis utterly banal fact (true doubtless of other
sentient beings too), the human cognitive systeesiymably finds it natural (easy) to process
other stimuli (those designed by humans, includisignsion) in a similar way.

This cognitive explanation enters into utteramterpretation, hence pragmatics, by
virtue of the rather obvious fact that utteranaecpssing involves effort. In the absence of
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explicit (encoded) signposts telling a hearer vibatporal relations hold between states of
affairs described in a single processing unitsasften the case with ‘and’-conjunction, an order
of presentation that matches the temporal ordéregvents is the least costly in processing
effort demands. There is no need for principlesiakims enjoining iconic representation; it
follows from the precepts of relevance theory théter things being equal, a speaker will cause
her hearer as little processing effort as possibéechieving the intended cognitive effects of her
utterance?

Mental scripts of stereotypical sequences of evayiresent their real-world temporal
relations, so, in many instances, the temporalescgiinference is supported by both general
ease of processing considerations and a scriptwbkpresents events as occurring sequentially.
When there is no script, as in the examples in, ¢h&) natural processing track is taken, and
when there is a clash between a script and thi$ asogssible route, as in the examples in (42),
it is the latter that seems to prevail.

However, we have seen earlier a couple of casehwhight appear to be exceptions to
these generalizations; | repeat them here:

43) A Did John break the vase?
B: Well, the vase broke and he dropped it.

44) A Bob wants me to get rid of these mats. tlies over them all the time. Still, |
don’t suppose he’ll break his neck.
B: Well, 1 don’t know. John broke his leg and heped on a Persian rug.

It seems that, despite the order in which the awipiare presented here, the temporal order the
hearer will recover accords with that of the staddsript (first the dropping then the breakage,
first the tripping then the leg-breaking).

In fact, it is not too difficult to envisage a d¢ert in which (42b) is understood in such a
way that it is not at odds with the standard sedgemporal sequence: suppose a parent is trying
to persuade a child that she should take off heeshefore she gets into bed, by citing her older
brother, Bill, whom the child takes as a role modslhaving done so. In this context, the
utterance will have a particular, fairly markedtpat of accentuation and intonation (as is also
the case for (43B) and (44B)):

(45) BILL went to bed and | HE took off HIS shoes.
[upper case indicates accented syllables; | matksation phrases (IPs); there is a fall-
rise contour in each IP]

In all three examples, what is presented is n@&reative, but an argument or example intended
to encourage the hearer to reach a certain conalushat John did break the vase, that one can
hurt oneself badly from tripping on a mat or rugg dhat the child should take off her shoes
before she goes to bed. The relevant conclusitowe from the information expressed in the
two conjuncts and a further premise concerning tead@and/or cause-consequence relations,
which is highly accessible to the hearer, eitharasscript (vase dropping and breaking) or via
the context (the child knows that her mother wéwetsto take off her shoes before she goes to
bed). While a full explanation of these interegtexamples remains to be given, they clearly
have certain special features which distinguisimtfrem the narrative cases, which have been
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the focus of this section, and for which the maseasible assumption is that the temporal
ordering of the events described matches the afdéeir utterance (even when this conflicts
with a stereotypical script). The marked intonato@ntour in examples (43)-(45) demands extra
attention, thereby indicating that the standardtleffort processing route is not to be followed
here. Although the issue of the temporal ordeahtie states of affairs described does enter
into the interpretation of these examples, it ispart of the proposition explicitly expressed by
the speaker but is left for the hearer to accessdastinct proposition; at most it is weakly
implicated by the speaker. For further discussibtinese ‘non-narrative’ cases, see Blakemore
& Carston (1999).

3.7 Residual issues
3.7.1 Pragmatic enrichment or unrepresented Backgrmnd?

| have argued against a number of different seroattounts of the relations that can hold
between the conjuncts of an ‘and’-conjunction andhe case of ‘semantic command’, those
that cannot. The pragmatic account of the varteagporal, consequential and other conjunct
relations that | have favoured has a very cognilasour to it: knowledge structures in the form
of stereotypical scripts have played a large gartias the idea that the human mind is constantly
looking for and assuming causal relations amongtaies of affairs it perceives and conceives,
and an iconic processing route was claimed to bdeihst effortful, other things being equal.

| have presented these conjunct relations as eds&® pragmatically inferred meaning
contributes to the proposition explicitly expresg#t is, to the truth-conditional content of the
utterance). This view recalls an interestingésthat arose towards the end of chapter 1, in the
context of the discussion of Searle’s concept efBackground. The question there was: which,
if any, elements of the great mass of contextuek@eund material go into the proposition
expressed? Alternatively, which unencoded elemafistal utterance meaning enter into the
proposition expressed (that is, enrich the encdalgidal form) and which do not? Which
unencoded elements does the hearer actually ir@envsider the following familiar utterances:

(46) a. I've had breakfast.
b. She ran to the edge of the cliff and jumped.
C. She gave him the key and he opened the door.

Temporal sequence is inferred in (46b) and (4@cddition, it has been claimed that, in each
case, a hearer recovers an unarticulated condtinethe process of deriving the proposition the
speaker intended to express: ‘today’, for (46ajetahe cliff’ for (46b), ‘with the key she gave
him’ in (46¢), as well as the temporal sequencat &earle points out that there are a number of
other elements of meaning which, though not litgraxpressed, are assumed by both speaker
and hearer; for instance, that the ‘having’ of kfast was an instance of ingesting in the normal
way through the mouth, that the jumping over tlii tdok place in a situation in which the laws
of gravity held, and that the door opening wasgrened in the normal way by putting the key in
the keyhole in the door rather than, say, by gayigihole in it. Are these elements of the
Background also recovered and represented by #rehas part of the proposition expressed by
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the speaker? If so, what limits are there onghigess of building in material? If not, why not,
what distinguishes them from the constituents éinatrecovered and represented?

| don’t think that any of these Background elemasftmeaning would be represented by
the hearer of these utterances, except in the ahaase of a context in which there was some
doubt about their holding. In general, elemengsiafierred only if they are likely to make a
positive contribution to the relevance of the wttere, that is, only if they contribute to the
derivation of cognitive effects. The point abdut Background is that it is a body of taken-for-
grantedunrepresentedispositions and manifest assumptions, which niigkessible for the
representationshat are our actual thoughts and utterances todaningful. There is a question
about what exactly is in the Background and whabis and there are possible disruptions of the
Background, which cause aspects of it to lose theskground status and become represented,
but these matters do not bear on the concept.itself

With regard to the examples in (46), it does sdahthe relevance of (46a) depends on
the breakfast having taken place ‘today’, and tidt#6b) depends on the jumping being ‘over
the cliff'. Cognitive effects follow from theseNothing more follows from the breakfasting
having been in the normal ingesting way or fromjtheping having been subject to gravity,
though much may have followed from these NOT béainigrce. As for the instrumental
inference of ‘with a key’ in (46c), | suspect thiaat is one that comes for free, along with the
other material, in the door-opening script, whetleégvant in the particular case or not. Scripts
may be viewed as some sort of intermediate strechetween unrepresented Background and
particular propositional representations of nomesigypical knowledge.

3.7.2 The semantics of ‘and’ and the logic of ‘and’

This chapter began by rehearsing Grice’s pragnaatount of the temporal sequence
relation which is understood in many ‘and’-conjuogs: it is a (generalised) conversational
implicature derived via the manner maxim of ordgrifror Grice, this was but one instance of
his general project to preserve the view that #matics of certain natural language expressions
does not depart from that of their logical operatmunterparts (negation, conjunction,
disjunction, the conditional, the universal quaatifthe existential quantifier and the iota
operator). It is probably fair to say that the akebover whether the equivalence holds has not
been finally settled in any of the particular casksugh some, such as the conditional, have
been much more contentious than others.

In arguing for a pragmatic account of the varigal conjunct relations, | have, so far,
been content to go along with the apparent cormtutsiat the semantics of natural language
‘and’ is captured by the standard truth table &r ‘However, although the arguments in the
preceding sections all point to a minimal meanimgdnd’, there is no reason to suppose that in
a cognitively-realistic decoding semantics the ahtarisation of the meaning of ‘and’ (or of any
other natural language connective) should matchi¢fiaition of the corresponding element in a
logical calculus, whose semantics is resolutelthtrand reference-based. This sort of
translational semantics, which provides the lingieiimput to pragmatic processing, is not
directly concerned with the relation between lirsgjigiforms and the external world, but with the
relation between linguistic forms and the cogniiiviermation they encode.

As outlined in section 2.3.7, within the relevaiticeoretic approach to utterance
understanding, there is an important strand of séimaavestigation, based on the distinction
between conceptual and procedural encoding, iedialy Blakemore (1987). So within this
framework, a natural question to ask is whethed*@mcodes a concept (as assumed so far) or a
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procedure. Of course, whatever the answer, it presterve the fundamental logical property of
‘and’, which is standardly captured by the dedwetivie of ‘and’-elimination:

47 And-elimination

a. Input (P and Q)
Output P

b. Input (P and Q)
Output Q

Among the English connectives which have beenettgo encode procedures ard,
moreover after all, so, althoughandwhereas One of the preliminary observations often made
in discussions of these examples is that they deamribute to the truth-conditional content of
utterances in which they appear. For any oneeasddltases, calldf an utterance of ‘5 Q’ is
true if and only if P is true and Q is true. Ihetwords, a truth-statement for these cases would
be identical to the truth-statement for an ‘andyomction. Similarly, if they were given a truth
table, it would be identical to the truth table fand’, though we would hasten to say that, of
course, this did not exhaust, or even begin touwcaptheir meaning (which has a crucial ‘non-
truth-conditional’ component). They appear, therefto be trutfunctional unlike such truth-
conditional connectives aBecauseafter, beforeandwhen for which it is not possible to give a
complete truth table, as no truth value can be eetpon the basis of just the information that
each of their constituent propositions is true.

In practice, the connectives in clasare not generally given a truth table, nor suleditt
to truth-conditional analysis. The reason for geems clear for those cases lik@reovery after
all, soand denial-of-expectatidout they are not conjunctive in that they do not faamplex
sentences or well-formed-formulas. Rather, theydiscourse connectives, whose meaning
specifies the sort of inferential relation whicle thitterance they prefix enters into with existing
contextual assumptions. Like the juxtaposed cdsesissed in this chapter, ‘©Q’ consists of
two separate sentences (and so two processing:uRitand ‘c Q’, each of which would
constitute a distinct input to a truth-conditiosamantics. Note that frors Q’ there follows
deductively ‘Q’, so that the deductive output cf tivo units making up ‘R; Q' is identical to
that of ‘P and Q’, shown in (47). Others in thiass of procedural connectives, such as
although whereasand, perhapsince,are syntactically conjunctive; as subordinating
conjunctions, the clause they prefix can only o@sia subpart of a single sentence (or well-
formed formula). Sentences of the form ‘P altho@jtare, therefore, just as much input to a
would-be complete truth-conditional semantics fatunal language sentences as those of the
form ‘P and Q%

Let's entertain the possibility that the infornmatiencoded by ‘and’ is procedural. Before
considering what that procedure might be, recaltvehprocedural encoding is supposed to do.
It doesn’t contribute a constituent to a repred@naas a conceptual encoding does; rather, it
constrains or facilitates some aspect of the préignrderential phase of utterance interpretation.
For instance, indexicals reduce the search spacgefferents, and discourse connectives indicate
the type of contextual assumptions or implicatitimbe accessed. In this chapter, we have seen
that the sorts of relations between two segmeiscin be communicated when they are ‘and’-
conjoined are quite a lot more limited than thegeathat is possible when the segments are
merely juxtaposed, which suggests that the preseifemd’ exerts a constraining effect on
interpretation. However, given the arguments effileceding sections, it cannot be that an
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‘and’-constraint encodes anything about temporalamsal relations; what is responsible for the
restrictions on conjunct relations is, rather, fdet that an ‘and’-conjunction comprises a single
processing unit. So, if ‘and’ encodes a procedtiraust amount to something like ‘treat the
propositions | connect as a single unit for pragomatocessing’. Such a procedure would, like
those encoded by pronouns, function as a conswaittie derivation of the proposition
expressed by the utterance, limiting the proceggagmatic enrichment.

However, there are strong reasons to doubt tped@dural account is right. The
proposal given is the only plausible possibilityf ii looks very much as if it is redundant, since
the formation of a single unit of coordinated pastalready achieved through the syntax. An
alternative suggestion is that ‘and’ has no linflaisieaning at all, whether conceptual or
procedural, and that the restrictions on the m@atithat can be pragmatically inferred, compared
with those for the juxtaposed cases, are purelynation of syntactic coordination. The truth-
functional properties of ‘and’ would fall out redfrom such an assumption. Rather than
having elimination rules as part of a logical erdtiached to an ‘and’ concept, the truth of the
propositions conjoined by a semantically empty ‘amoluld simply follow as it does in the case
of bare juxtapositions: P logically implies P; @ically implies Q**

Naturally, the Gricean advocacy of the equivalenfoether natural language connectives
and determiners to their truth-conditional coungetpcan be similarly questioned. Westerstahl
(1985) and Breheny (1999, 28) claim that deternsiffier, ‘the’, ‘every’, etc.) are context-
dependent and distinct from their logical counteigpaBoth Atlas (1989) and Seuren (2000)
have argued that natural language negation isonm¢ £quated with the truth-functional logical
notion. Both pursue a unitary semantic analysia@f, neutral between the various different
interpretations it can be given; Atlas opts foreaywgeneral abstract sense and Seuren for a
speech act notion of rejection.

The following general conclusion about naturablaage semantics and logic seems to
me to be well worth pursuing: ‘The logical propestiof the sentences of natural languages are
best seen as epiphenomenal on the semantic andivegnocessing of the sentences in
guestion. They emerge when semantic processesrapdrties are looked at from the point of
view of preservation of truth through sequencesemitences, which is the defining question of
logic, not of semantics’ (Seuren 2000, 289). Thate might well be divergences between
cognitive semantics and logical semantics doegatioiv directly from the linguistic
underdeterminacy thesis, but the two certainly arise. What underdeterminacy clearly
entails is that few, if any, natural language seceés have fixed, determinate truth conditions.
The truth relation holds between thoughts and stattaffairs, so between propositions
expressed by utterances (semantic/pragmatic hylarmdsstates of affairs. Then, it is systems of
thought, rather than linguistic systems, for whactiuth calculus, that is, a logic, should be
devised. If this is right, there is no obviouss@ato suppose, or to consider it desirable, that
what natural language connectives and determimasde is identical to the context-free, truth-
based properties of logical operators; rather gtiesome reason to expect differences in at least
some cases.

3.8 Conclusion: from generalised conversational implicaure to propositional
enrichment
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Let me briefly sum up how the analyses in this thiaiustrate the theoretical positions, taken
in the previous chapters, on the semantics/pragmdistinction and the explicit/implicit (=
explicature/implicature) distinction. | have repat semantic analyses which endeavour to
attribute the various possible temporal and caossaquence relations between the conjuncts to
the meaning of ‘and’ itself. These relations apr@luct of pragmatic inference. In this, | am at
one with Grice and neo-Griceans, like Gazdar, Lemnand Horn. The standard assumptions of
this general position, however, are that ‘and'e@siantically equivalent to ‘&’ and that the
pragmatically inferred relations are generaliseflicatures. These assumptions have not been
supported here. | have considered other minimpdissibilities for the meaning of ‘and’,
including that it has no linguistic semantics &tahd | have argued that the pragmatically
inferred relations are cases of enrichment, cautinly to the proposition expressed by the
utterance, hence to its basic-level explicaturkis @nalysis is a clear demonstration of the
strong linguistic underdeterminacy view: encodeduistic meaning may do little more than
provide a skeletal framework which is both augmerfileto explicatures) and complemented
(with implicatures), by fast, effective mechanisofigragmatic inference.

The source of the interpretive differences betwaad’-conjunctions and corresponding
‘and’-less sentence juxtapositions is that, wHike latter comprise two distinct utterance units,
the ‘and’-conjunctions are single pragmatic promgsanits which meet relevance expectations
as a whole rather than individually. This is theatal ingredient in explaining the inaccessibility
of a wide variety of possible relationships betwstates of affairs described by the conjuncts,
including a range of explanatory relations and otheestion-answer type relations.

| hope that the account in this chapter goes seayetoward puncturing Levinson’s
(1989) allegation that relevance theory is incapalblaccounting for the phenomena that he
classifies as generalised implicature (see end3ta previous chapter). On his account, the
‘conjunction-buttressing’ inferences, as he cdibnt, are generalised I-implicatures, that is,
pragmatic inferences governed by a maxim that egjsiereotypicahformational enrichment.
(Horn (1984b, 1989) takes essentially the sameipnsi However, once we drop the untenable
assumption that a pragmatic inference inevitabdylte in an implicature, it becomes pretty
clear, that these ‘and’-enriching inferences havied taken as contributions to the explicit
content of the utterance.

This opens the way to a reconsideration of otases of alleged generalised implicature,
including the well-known scalar implicature casesemplified in (48):

(48) a. | like some of Woody Allen’s movies.
Implicature: | don't like all of Woody Allen’s maes.
b. Jim has four children.
Implicature:  Jim has no more than four children.
C. Sarah is a poet or a philosopher.
Implicature:  Sarah isn’'t both a poet and a phihbsy.

The case for the inference to be accounted a pragouatribution to the explicit content of the
utterance seems to have been won for cardinal nuexipeessions (see Carston 1990/95, 1998a;

Horn 1992b); it remains unsettled in the case efrtbn-cardinal scalar terms (but see Geurts
1998b).

Notes
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1. Neo-Griceans who support this ‘generalised iogplire’ view include Gazdar 1979,
Horn 1972, 1984b, 1989, 1996, Atlas 1989, and Lswinl987a, 1988, 1995, 2000. In Stephen
Levinson’s view, this is just one instance of whattakes to be an important and prevalent
phenomenon, for which he has developed a speh#éiary: generalised conversational
implicature (GCI) theory. As mentioned in the poess chapter (see especially note 4), he treats
GCl as a distinct phenomenon from particulariseplicature (PCI): generalised implicatures
arise quite generally across contexts unless treepplacked by specific salient assumptions,
while particularised implicatures are ‘nonce’ irdeces, dependent on specific contextual
assumptions for their derivation. GCI theory isceved of as a module within pragmatics,
having its own distinct pragmatic principles andhialised in a system of default inference
rules. The temporal sequence relation arisingaiiod’-conjunctions is one of the examples that
is taken to fall within this theory.

Although the term ‘generalised conversational iogilre’ comes from Grice,
Levinson’s work is a significant departure from.hihere is no evidence that Grice gave any
theoretical weight to a distinction between genseal and particularised conversational
implicature, and the postulation of a system ohd#flogical rules, attached to particular lexical
items, runs counter to the aim of accounting fagpnatic inference in terms of quite general
conversational maxims rooted in considerationsuphdn rationality. With regard to the case of
‘and’, the GCI approach runs into a number of peais: it does not account for the wide range
of subtly different temporal, cause-consequenceagimer relations, which ‘and’-conjunctions
can communicate (see the examples in (2)); it pexstsia default inference rule for temporal
sequence attached to ‘and’, but the same infergoes through for juxtaposed cases (see the
examples in (3)); it cannot account for the faet tiemporal sequence may be assumed, on the
basis of conjunct ordering, even when it is incstgsit with highly accessible general knowledge
(and so should be defeated according to GCI thedfgfy some discussion of Levinson (1987a,
1988), see Carston (1990/95, 1998a) and sectioof 3tis chapter. However, his latest and
fullest rendering of GCI theory (Levinson 2000) ans to be considered in detail.

2. Like most others discussing the general progedf sentential ‘and’-conjunctions, | am
not considering an apparently exceptional classxamples, of which the following are three:

0] She’s gone and ruined her dress now.
(i) I've got to try and find that document.
(i) Do me a favour and shut it.

As Schmerling (1975) points out these do not belssméactically or semantically like cases of
logical conjunction.

3. I may be using the term conjunction in a ratie@r-standard way. Many authors write of
(asyndetic) conjunction relations when discussihgtw am calling juxtaposed or
‘non-conjunctive’ cases; some would say the corjonaelation is implicit (inferred) in these
cases, to distinguish them from the explicit (ermxccases when a linguistic connective is
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present. Furthermore, they would make a distindtietween coordinating conjunction (whether
encoded or inferred) and subordinating conjuncfwmether encoded or inferred). However, |
don’t think that my simple distinction in this chapbetween what | call conjunctions (examples
where the linguistic element ‘and’ is present) andapositions (where there is no linguistically
given connective), should cause any conceptuatdiffes.

4, This line of argument has to be employed witte caConsider the following (mis)use of

® John is tall but Bill is short.
(i) John is tall. Bill is short.

Since the juxtaposed sentences in (i) communigat@ntrast comparable to that of (i), a blind
application of the argument would suggest thatctimective ‘but’ does not encode anything
about a contrast, and that this is pragmaticafigried in both cases. For independent reasons,
it's clear that this is not right, and appropriat®ice of examples makes it evident:

(@ii)  John is rich but he is tall.
(iv)  Johnisrich. He is tall.

While no relation of contrast is communicated lw,(the use of ‘but’ in (iii) ensures its
presence, however odd it may seem, indicatingttiigis what is encoded by ‘but’.

5. Anderson (1980) discusses the notion of schengameral and considers a range of
evidence for its status as a real cognitive uBiewer (1999) gives a brief history of the role of
schemas, frames and scripts in psychology andcatiintelligence, and supplies a useful
reference list.

6. Other pragmatic accounts give a lot of weiglgteyeotypical interpretation too. For
instance, Levinson’s (1987a, 1988, 2000) I-prireif®rinciple of Informational enrichment)
entitles hearers to derive implicatures which aeeedtypical enrichments of the information
encoded by the utterance. However, this prinaipddes some false predictions, and offers
nothing by way of explanation for why hearers skanrich stereotypically (when they do)
instead of in more unusual (and interesting) wayat critical discussion of Levinson’s account,
see Carston 1990/95, Carston 1994a, Wilson & Spa@23b/98.

7. The account of the pragmatic derivation of #graporal relation between the conjuncts
which | gave in Carston (1988/91) was a little eliéint; there | saw it as a byproduct of the
necessary assignment of temporal reference toastetgnse of the verbs in each of the
conjuncts, so for (2b) ‘handed’ and ‘made’. Theuteof this process looked like the following:

X handed Y the scalpel at& Y made the incision at t+n
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(where_tis some more or less specific time prior to theetof utterance and t#a some

more or less specific time, later than t
This made it more like a saturation account; Gaicd others accepted reference assignment as
one of the few processes required to bring thauistg content up to a complete proposition.
There are various problems with this (see Reca®@9b, 301, footnote 3, and Wilson &
Sperber 1993b/98), the most obvious being thabit’'t\account for cases involving temporal
spans rather than specific times. | see no reasanto attach it so closely to a reference fixing
process; along with the various cause-consequetetons, it can be accounted for by a free
enrichment process, which involves highly accessaissumption schemas and the relevance-
theoretic constraint.

8. Another example which they present with thisisetf the variety known as
‘pseudo-imperative’:

M Stand up, and I'm going to break your arm.
(i) Stand up; I'm going to break your arm.

As with the other pairs, these are not equivalenihé meaning they communicate. They are,
however, very different from the others and raeeesal further issues, so | leave them aside
here. See Clark (1991, 1993a) for a survey ofgddmut these cases and for a
relevance-theoretic account.

9. This statement will seem a little strong in liigat of the observations in chapter 5, where
| make a case for the loose use of linguistic esgioms bringing about alterations to the
proposition expressed, which involve the loss eis@ncoded linguistic content. However, |
think it will be evident that these cases, whepeagmatic loosening is warranted, are very
different from what would be required here, whishhat general world knowledge completely
reverses some alleged lexical content.

10.  These observations stand in opposition to timaéan view that the causal idea is the
result of a lengthy period of experiencing, serlgorepeated occurrences of spatio-temporal
contiguity between objects or events. To the @girMichotte’s experiments indicate that
some causal connections are directly perceivedgpesed to all being a function of higher-level
cognitive processes). Furthermore, Michotte claipoausally connected events do not
necessarily have to be experienced repeatediynéocdusal link to be forged (it's enough to be
bitten by the dog once). Given this, he thougptabable that even very young infants perceive
events as cause-effect episodes rather than assemguences. The results of recent
experimental work support this prediction. Leslrel Keeble (1987) have suggestive evidence
that six-month-old infants already perceive cau$ecerelations, providing a strong case for the
innateness of the assumption and for the earlyesadwhich it is operational (along with other
concepts concerning the properties of physicalatgj®f course). For recent discussion of these
matters and of the nature of causal cognition rbooadly, see Sperber, Premack & Premack
(1995).
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11.  This is an instance of the important distinctioade in relevance theory between
descriptive and interpretive representation, todabe briefly in chapter 2, section 2.3.6.
Descriptively used representations represent sthi@iairs directly. Interpretively used
representations (thoughts or utterances) represleet representations; utterances are always
first order interpretive in that they representuflots, but they may be interpretive to further
orders, for instance, if they report speech or g¢fwdu The interesting thing about questions is
that they are intrinsically (semantically) interfive: they represent certain relevant (or
desirable) assumptions. See Sperber & Wilson @/38®, chapter 4, sections 7 and 10), Wilson
& Sperber (1988a), Clark (1991).

12.  There is an interesting comparison to be matieden this implicature account of the
cause-consequence relation in (11a) and the fallgwkamples: (i) is from Frege and is
discussed by Neale (1999, 48); (ii) is similarhe tnformation it conveys but the clauses are
differently ordered:

0] Napoleon, who recognised the danger to histfiigimk, personally led his guards
against the enemy position.

(i) Napoleon personally led his guard againstehemy position, having recognised
the danger to his right flank.

Frege says there are two thoughts expressedandiNeale agrees but suggests that, instead of
the conjunction of two propositions that Frege seé&massume, the utterance expresses a
sequence of propositions:

(i)  Napoleon personally led his guards agaihsténemy position
(iv)  Napoleon recognised the danger to his ritinK.

There is also the third thought, that his knowledfhe danger to his right flank was tteason

for Napoleon leading the guards against the enessitipn, that is, a cause-consequence relation
is conveyed. Frege thinks this third thought ustjlightly suggested’ rather than expressed, and
Neale agrees with him on this, saying that thigdtthought is not a proposition expressed but
rather an implicature. Like these examples, anterobviously so, an utterance of (11a)
expresses a sequence of propositions, rather thengle complex conjunctive proposition, and
the analysis is also that the cause-consequerateretonstitutes an implicature rather than a
development of a logical form into a propositiompeessed (explicature).

13. Interestingly, ‘after all’ and ‘you see’ canpa@pently occur comfortably in a
‘but’-conjunction:

M She failed the exam but, after all, she’s beeswell all year.
(i) He has the qualifications but, you see, hesiit get on with the boss.
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Blakemore (1987, 125-141) suggests that, on itsalehexpectation use, ‘but’ is not a
coordinating conjunction at all, but a (non-truttmditional) discourse connective; if this is right,
each of (i) and (ii) consists of two processingsiand it is not surprising that
explanation-indicating devices can be acceptablyleyed.

14. | do not mean to imply that, in contrast witle tonjunction examples, the juxtaposed
cases are inevitably treated as two processing,wach independently satisfying the optimal
relevance criterion. All the examples considerethe text do seem to function as effectively
two utterances, but one can conceive of cases wheyanight function conjunctively, so be
treated as a single unit, and of other cases whergrst one might have a scene-setting,
background-giving role, such that its purpose sensally as a bit of context against which the
second is to be processed.

15. It is certainly not the case that all of theexdative relations that can be expressed by the
use of ‘but’ can also be achieved by ‘and’-enrichineKitis (1995) discusses examples

involving two apparently contrasting clauses whacé nevertheless interpreted differently
depending on the presence of ‘and’ or ‘but’:

0] Her husband is in hospital and she is seethgranmen.
(i) Her husband is in hospital but she is seaitiger men.

The difference here is explainable in terms ofdbiejunctive nature of (i), a single processing
unit, and the non-conjunctive nature of the deofagéxpectation ‘but’ in (ii). While the speaker
of (i) communicates an attitude of surprise/outrdige the two conjuncts in (i) are true together,
the speaker of (ii) suggests that the inferencedha might have drawn from the first segment,
that she is having a miserable time, is illegitienaSee Blakemore & Carston (1999) for more
discussion of these cases.

In the course of a discussion of epistemic moglaftpafragou (1997) mentions
two examples where replacing ‘but’ by ‘and’ resuttsinacceptability:

(i)  He may be a university professor, but heesisrdumb.
(iv)  ? He may be a university professor and he sidumb.

An explanation of this difference remains to beegivut, again, it seems highly likely that the
conjunctive nature of ‘and’ as opposed to the nompmctive nature of the ‘but’ here will enter
into the account.

16. Bar-Lev & Palacas (1980) also give the follogvpair of examples:

0] There are his footsteps: he’s been here rgcent
(i)  There are his footsteps and he’s been harentty.
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The conclusion, or logical consequence, relatiorcivhan be understood to hold for (i), but not
for (ii), is yet another distinct case from thepdully speaking, ‘elaborative’, or amplificatory,
relations | am discussing in this section. | cdaesed this case at length in Carston (1993).
Again, the observation that ‘and’-conjunctions coisg a single processing unit plays a crucial
role; the other component of the explanation cameéne fact that the logical consequence
relation is an inferential relation and inferentiallations, quite generally, hold between distinct
processing units. It follows that a conjunctiontumay function, as a whole, as a premise in an
argument, or, as a whole, as a conclusion in amaegt, but that it cannot communicate a
premise-conclusion relation as holding betweenatsstituent propositions.

17. Coherence theorists generally assume that iharéxed set of discourse relations (for
instance, cause, reason, enabler, evidence, ¢asiifn, specification, exemplification,
restatement, etc.) which play a central role indbleerence of discourses and texts, and,
therefore, in judgements of the acceptability olf@medness of texts. There are various
attempts to provide a (usually hierarchical) taxogf these, with results varying from four
basic relations to several hundred of a more firséngd sort (see, for instance, Sanders, Spooren
& Noordman 1992, 1993; Hovy & Maier 1994). Lasdas & Asher (1993) provide a more
formal treatment of some of the these relatiortegirating defeasible rules of discourse relation
assignment (specifically, narration, backgroundule explanation, elaboration) with the
discourse structure building mechanisms of the Bi@mework.

Some theorists assume that the identificationsifalirse relations in a text is a crucial
aspect of understanding it (for instance, Hobb€913983; Mann & Thompson 1987, 1988).
Blakemore (1997a, 2001) is critical of these appines, disputing both the possibility of finding
any definitive set of coherence relations and #edrfor recovery of propositions expressing
these relations in understanding a discourse.sBbes that the understanding of an utterance or
discourse depends, not on the classification ottterence relations it exhibits, but on how it
achieves relevance. For an interesting discussitime different goals and predictions of
coherence theory and relevance theory, see Gi8&¥{land Wilson (1998a).

18. While the elaboration relations discussed is $kction are precluded by ‘and’-
conjunction, this is not the case for all thosetgpibs of the relation given in the literature. As
well as ‘generalization-instance’ and ‘whole-pakMann & Thompson (1986) mention ‘set-
member’, ‘process-step’ and ‘object-attribute’,pestively exemplified by the following:

0] | love to collect classic automobiles. My tawrite car is my 1988 Duryea.
(i) It's time to make the cake. | start by taffiout the milk and eggs.
(i) I'm Officer Jordan. | was born in 1952 ahgbined the police force in 1970.

Arguably, each of these conjoins quite happily vathd’ into a single unit and seems to
preserve the relation in question. | draw twodessfrom this. First, there is still some way to
go in giving the full account of ‘and’-conjunctian§econd, this may well be just another
indication of the arbitrary nature of the setsad&tions drawn up by the coherence theorists and
of the labels the different relations are giventimading the relations is an ongoing concern (see
Knott & Dale 1994).
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19.  The use of a variety of different punctuatiosrks across the juxtaposed cases (whether
full stops, colons, semi-colons, etc) is a roughdation of some of the different relations that
hold between the two units. See Nunberg (1990%damne ideas about the sort of information
communicated by these marks.

20. Lloyd (1989, chapter 8) makes the case for Whatalls anarrative psychodynamics
that is, for narrative with its characteristic teorgd sequentiality as a basic structure of
cognition, whose basic connective is ‘and thené develops this idea in the context of a
discussion of the properties of human thought whiskinguish it from logical ideals of rational
thought, and writes of us posing to ourselves genir‘what next?’ question, seeking plot,
rather than proof. This idea is worth exploringier, but | can’t do that here.

21. Iconic representation involves a pictorial edetn which makes it not wholly conceptual
or descriptive; there is a degree of isomorphistwéen the representation and what it
represents, usually a second order relation bet(aethe relations between the external entities,
and (b) the relations between their corresponditeymal representations (see Recanati 1993,
113). Iconicity (naturalness) of linguistic forsmsupported in functionalist literature on syntax;
see especially Haiman (1983, 1985, 1994), anddefull discussion of the role of iconicity in

the formalist/functionalist debate, Newmeyer (199&pter 3). More directly relevant to
pragmatics, Sweetser (1990, 87-93) discusses itpaicthe cognitive level, which inevitably
enters into language use.

22. Just as the submaxim of manner concerning lordss in the narration of events is
subsumed by the processing effort consideraticatsaite fundamental to relevance-theoretic
pragmatics, so too are the other manner submawinsevity and clarity, at least to the extent
that these make correct predictions. As discusssdction 3.3, the orderliness maxim gets it
wrong in a number of cases of juxtaposed utteraraesbrevity may be sacrificed, if the more
succinct of two possibilities requires more progggeffort than the longer option, for instance,
‘condiments’ versus ‘salt and pepper’.

23.  Although syntactically conjunctive, it may wb# that what utterances of this sort
express is two distinct propositions rather thamgle conjunctive proposition. This position is
argued for by Iten (1998, 2000); see also reledeauussion in note 27 of chapter 2.

24. It is worth noting that Schiffrin (1986), whaoviestigates the use of ‘and’ in a wide range
of kinds of discourse, using mostly naturally ocowg data, comes to a conclusion that supports
the idea that ‘and’ has no linguistic semanticsimlis from its syntactic conjoining function: ‘I
show thatandis used in everyday discourse to build idea stinecand to continue speakers’
actions. Although both findings support a minirsaiemantics foand they also suggest that
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the truth-functional meaning a@hdbears less on its use in discourse than doeantmgatical
role’ (Schiffrin 1986, 41).
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