It sounds like you have a cold! Testing voice features for the Interspeech 2017 Computational Paralinguistics Cold Challenge
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Abstract

This paper describes an evaluation of four different voice feature sets for detecting symptoms of the common cold in speech as part of the Interspeech 2017 Computational Paralinguistics Challenge. The challenge corpus consists of 630 speakers in three partitions, of which approximately one third had a “severe” cold at the time of recording. Success on the task is measured in terms of unweighted average recall of cold/not-cold classification from short extracts of the recordings. In this paper we review previous voice features used for studying changes in health and devise four basic types of features for evaluation: voice quality features, vowel spectra features, modulation spectra features, and spectral distribution features. The evaluation shows that each feature set provides some useful information to the task, with features from the modulation spectrogram being most effective. Feature-level fusion of the feature sets shows small performance improvements on the development test set. We discuss the results in terms of the most suitable features for detecting symptoms of cold and address issues arising from the design of the challenge.

Index Terms: computational paralinguistics, cold, respiratory tract infection, voice

1. Introduction

The goal of the Interspeech 2017 Cold Challenge was to identify speakers with upper-respiratory tract infections from short speech recordings. The training and testing corpus (URTIC) was provided by the Institute of Safety Technology, University of Wuppertal, Germany and consisted of recordings of 630 subjects made in quiet rooms. Each speaker completed a health questionnaire (WURSS24) [1] that contains 22 seven-point Likert scale questions related to symptoms of the common cold. Speakers with a mean score greater than or equal to 6 were classified as having a cold, others as not having a cold. The individual recordings were then divided into 28,652 short (3s-10s) sections and partitioned into training, development and test sets, with no speaker being present in more than one set. For further details of the corpus, please see [2].

In this paper, we build on previous approaches we have investigated for the classification of other paralinguistic properties of the voice: for Cognitive Load [3], for Fatigue [4], and for Laughter [5]. Our strategy has been to create well-motivated feature sets that summarise temporal, spectral and modulatory properties of each recording that are then used to train support-vector machine (SVM) or deep-neural network (DNN) classifiers. Section 2 of the paper investigates some previous voice features used in detecting changes in speaker health, which motivates our choice of four different voice feature sets. Section 3 describes how we extracted the voice features, and Section 4 describes how we built SVM and DNN classifiers. Sections 5 and 6 present the performance of the features singly and in combination on the challenge development and test sets, and discuss the outcomes. The paper concludes with speculation about the reasons for performance variation.

2. Choosing Voice Features

2.1. Features for detecting health changes

Since speaking engages critical respiratory and neurological functions, speech is likely to be affected by almost any condition which affects the health of the individual, if only because of the added stress on the body. In recent years we have seen reported many health issues that supposedly affect speech including: acid reflux, adenoid cystic carcinoma, asthma, brain cancer, bronchitis, cleft palate, dementia, emphysema, hay fever, multiple sclerosis, multiple system atrophy, nerve damage to muscles of the vocal cords, noncancerous growths (polyps, nodules, cysts, granulomas, papillomas or ulcers) on the vocal cords, Parkinson's disease, stroke, and throat cancer. Most of these have yet to be investigated using computational paralinguistics techniques, but there are some studies which have looked at what changes such health issues have on speech which we can use to guide the choice of voice features.

From the spectral domain, features such as formant frequencies and bandwidths, and other sub-band measures have been shown to vary due to Parkinson’s [6] and asthma [7].

Time-domain features based on pitch (f0 mean, f0 variation, etc.) or voice quality (jitter, shimmer, HNR, etc.) have been widely reported as changing due to brain and mental health disorders such as depression, schizophrenia, and Parkinson’s [8, 9, 10, 11, 12].

Changes in spectral envelope shape and slope are widely reported as a consequence of voice pathology [13] or Parkinson’s [14, 15]. The use of mel-frequency cepstral coefficients (MFCC) to describe the short-time speech spectral envelope is very common.

Combinations of time-domain and frequency domain features have also been used for rating the severity of Parkinson’s [16].

For studying the effect of fatigue on voice, Baykaner et al. used a combination of time-domain, spectral domain and modulation domain features [4].
2.2. Features for detecting common cold

The common cold has a number of physiological effects which may have some effect on the voice. Commonly reported symptoms include: cough, hoarseness, sore throat, nasal obstruction, sneezing, nasal leakage and nasal stuffiness [17]. However studies show a great deal of variability in how the common cold affects individuals. Some of this variability is to do with differences between the viruses causing the disease, some to do with the fact that the frequency of symptoms changes as the disease progresses within an individual and some to do with differences in the resilience of individuals themselves [17].

In trying to detect presence of the common cold from the voice, there are few studies that can be called on for advice. Those that exist seem to be related to issues of whether speaker recognition systems are affected by having a cold. For example Tull and Rutledge [18] looked at the effect of common cold symptoms on the vowel formant frequencies of 10 speakers. They saw reductions in formant frequencies in the cold voice. In a separate investigation Tull et al. [19] looked at the effect of cold symptoms on cepstral coefficients from digit recordings. They showed that the differences between normal and cold speech were mainly in the lower coefficients c2 and c3.

A few studies parallel the cold challenge task. Barry et al. [20] used MFCC and LPCC features and a neural network classifier to identify the presence of coughs. For the same application, Matos et al. [21] used MFCC features and HMM modelling. Larson et al. [22] used PCA features constructed from an FFT spectrogram together with a random forest classifier to identify coughs in speech samples.

The cold challenge baseline feature set is based on the OpenSMILE features [23] which includes a wide variety of temporal and spectral measures together with functionals that summarise these parameters over each sample.

2.3. Choosing Voice Features

In this study, we chose to evaluate four sets of features which broadly relate to the types of features found in previous studies on health and cold detection from speech:

a) **Voice Quality features** based on variations in the periodic temporal structure of the speech signal, such as pitch, irregularity, breathiness and effectiveness. These features are motivated by expected changes in larynx operation with symptoms of cold.

b) **Vowel Spectral features** based on differences in the resonance characteristics of sonorant sounds. These features are motivated by expected changes in vocal tract shape, use or obstruction of the nasal cavities caused by cold symptoms.

c) **Spectral Modulation features** based on changes in the character of amplitude modulations in different frequency bands. These features are motivated by expected changes in the effectiveness of glottal excitation to cause modulations at different frequencies, changes in vocal tract damping, and changes to articulatory quality and speaking rate. These changes might occur over a wide range of modulation frequencies.

d) **Distribution of Spectral Envelope features** based on changes to the probability distribution of spectral envelopes. These features are motivated by expected changes in the relative frequency of sound elements in the recordings, these might include the loss of nasal segments or added sounds such as sniffs, coughs & groans.

3. Extraction of Voice Features

3.1. Voice Quality Features (VOI)

To characterize voice quality, we combined a number of features generated by a mixture of existing toolkits. The occurrence of creaky voice was measured using the Voice Analysis Toolkit [24]. The Peak Slope measure [25] calculated from a wavelet-based decomposition of the speech signal into octave bands was used to differentiate breathy and tense voice qualities. To these features we added the following parameters: time domain features of zero-crossing rate, energy, and entropy of energy; and spectral domain features of spectral centroid, spectral entropy, spectral flux, spectral rolloff, MFCCs, harmonicity, pitch, and a chroma vector (12-dimensional representation of the spectral energy). These short-time measurements were then summarised for each recording using functionals of mean, standard deviation, skewness, and kurtosis to derive a feature vector of 156 values.

3.2. Vowel Spectral Features (VOW)

To extract vowel spectra, the signals were first processed by a German phone recognizer (MAUS [26]) to identify the vocalic regions. 12 MFCC coefficients plus energy, deltas and delta-deltas were then extracted over each vowel segment. The distribution of the MFCC coefficients across the vocalic segments in each recording was then described by 4 functional parameters: mean, standard deviation, skewness and kurtosis to generate a 156 feature vector.

3.3. Spectral Modulation Features (MOD)

The modulation spectrogram is calculated from 18 third-octave sub-bands of the signal. The signal is passed through a filterbank of 4th order Butterworth filters between 125Hz and 6350Hz. The normalized absolute amplitude is then taken in each channel and the modulation spectrum calculated as an average of a series of FFTs applied to 500ms Hamming-windowed sections of the envelope overlapped by 250ms. The modulation amplitudes are then log compressed and modulation frequencies up to 500Hz preserved, see Figure 1.

---

Figure 1 Modulation Spectrogram
The modulation spectrogram in the modulation frequency range of 0-500Hz is then compressed by taking the first 16 coefficients of the Discrete Cosine Transform for each channel, to generate an 18x16=288 feature vector. The effect of the data reduction can be seen in the reconstructed modulation spectrogram in Figure 2.

Figure 2 DCT Coded Modulation Spectrogram

3.4. Distribution of Spectral Envelope features (GPPS)

To capture differences in the recordings as to the relative frequency of spectral events, MFCC parameters were first extracted for each recording. These consisted of 19 coefficients plus energy and their deltas computed every 10ms. These were then mean and variance normalised per recording. A universal background model (UBM) was then constructed from the whole training set using a GMM with 512 mixtures. To extract a feature vector from each recording, the posterior probabilities of the 512 mixtures are computed from the occupancy counts of the UBM. This vector then reflects the relative frequency of 512 spectral "events" in the signals, in an analogous fashion perhaps to the "bag of audio words" used in the challenge baseline system [2].

4. Classifier construction

4.1. Normalisation

Our previous computational paralinguistics studies have shown the importance of feature normalisation to aid learning [3, 4]. Without normalisation, learning may be affected by large differences in dynamic range across features, poor distributional properties or outlier values. In this study we compared three types of normalisation:

a) Uniform normalisation: where all features are linearly scaled to the range 0-1. A possible problem with this approach is that a few outliers can significantly affect the mapping.

b) Z-score normalisation: where every feature value is measured as a distance from the mean of all feature values in units of standard deviation. This reduces the effects of outliers on the normalisation mapping.

c) Gaussianisation: where the rank of each feature value among a sorted list of available feature values is used to extract quantiles from the cumulative normal distribution [27]. This enforces a Gaussian distribution on every feature, while losing information about their absolute values.

4.2. Sample Balancing

The cold challenge corpus is unusual in a number of respects: (i) only a minority of speakers (one third) had symptoms of a severe cold at the time of recording, (ii) more extracts were chosen from non-cold subjects, so that the number of audio samples of speakers with cold was only ~18% in the training and development sets; and (iii) speakers were not repeated across training, development and test sets. We foresaw that these issues may cause problems for training an effective cold classifier; since the classifier may become too dependent on the majority (non-cold) class, or may learn properties of cold that were too specific to the speakers in the training set (at worst, the classifier may just become a speaker recognizer for those speakers in the training set that have a cold).

To address these problems we investigated the synthetic generation of new training samples from the minority class. The idea was (i) to balance the number of non-cold and cold samples, and (ii) to create "new" cold speakers from mixtures of old speakers. In this study we looked at three approaches:

a) Unbalanced: no change to the training samples.

b) SMOTE balanced: synthesis of new samples of the cold class using the SMOTE procedure [28] in which each new sample is computed as an admixture of two randomly chosen samples from the minority class.

c) ADASYN balanced: synthesis of new samples of the cold class using the ADASYN procedure [29]. In this procedure new minority samples are only generated in the area of the vector space where the density of minority class vectors is low. To measure the neighbourhood density of any vector a k-nearest neighbour measure is used based on Euclidean distances.

4.3. SVM Classifier

The LIBLINEAR package [30] was used to train and test SVM classifiers. Feature vector normalisation of uniform, z-score and gaussianisation was explored. Balancing was chosen from Unbalanced, SMOTE balanced and ADASYN balanced. Variations in the "complexity" parameter C were explored in powers-of-ten steps from 1e-6 to 10. A linear regression fit was used to obtain posterior probabilities.

4.4. Neural network classifier

The Microsoft Cognitive Toolkit CNTK [31] was used to train and test deep neural network classifiers. Feature vector normalisation of uniform, z-score and gaussianisation was explored. Balancing was chosen from Unbalanced, SMOTE balanced and ADASYN balanced. Network nodes types of Sigmoid, Tanh and Rectified Linear were explored. Networks had 1, 2 or 3 hidden layers, of 25, 50 or 100 nodes in each layer. The output layer had two SoftMax nodes to represent class probabilities. A learning rate of 0.5 stepping down to a rate of 0.1 over 30 learning epochs was used in all tests, with a stochastic gradient descent learning algorithm on a cross entropy measure applied in mini-batches of 100.

4.5. Performance measurement

The challenge performance measure is unweighted average recall (UAR), that is the labelling accuracy assuming not-cold and cold detection as equally important. To calculate UAR for our systems, we applied the classifier trained on the training
set to the development set obtaining a list of posterior probabilities for the cold class for each sample. Using the correct labelling a threshold value was then chosen to find a probability value such that the proportion of cold samples labelled as non-cold was approximately similar to the proportion of non-cold samples labelled as cold. This is the equal-error rate threshold.

5. Results

5.1. Development Set

Since our main objective in this study was to explore the difference between feature sets for the detection of symptoms of cold in the voice, we report below the performance of the best system configurations only.

<table>
<thead>
<tr>
<th>Feature set</th>
<th>Best SVM</th>
<th>Best DNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>OpenSMILE Baseline</td>
<td>64.00</td>
<td>-</td>
</tr>
<tr>
<td>VOI</td>
<td>66.34</td>
<td>65.58</td>
</tr>
<tr>
<td>VOW</td>
<td>66.47</td>
<td>65.48</td>
</tr>
<tr>
<td>MOD</td>
<td>67.95</td>
<td>67.95</td>
</tr>
<tr>
<td>GPPS</td>
<td>66.07</td>
<td>65.58</td>
</tr>
<tr>
<td>VOI+VOWEL</td>
<td>68.37</td>
<td>66.59</td>
</tr>
<tr>
<td>VOI+MOD</td>
<td>64.88</td>
<td>68.13</td>
</tr>
<tr>
<td>VOI+GPPS</td>
<td>67.34</td>
<td>67.32</td>
</tr>
<tr>
<td>VOW+MOD</td>
<td>67.05</td>
<td>70.02</td>
</tr>
<tr>
<td>VOW+GPPS</td>
<td>69.03</td>
<td>69.11</td>
</tr>
<tr>
<td>MOD+GPPS</td>
<td>67.36</td>
<td>70.97</td>
</tr>
</tbody>
</table>

The best single feature set using the SVM classifier was MOD with z-score normalisation, ADAS balancing and C=0.1. The best single feature set using the DNN classifier was also MOD with z-score normalisation, using sigmoid nodes in 100:100:100 layers, but no balancing.

The best feature fusion using the SVM was VOW+GPPS with z-score normalisation, no balancing and C=1e-6. The best feature fusion using the DNN was MOD+GPPS with z-score normalisation, rectified linear nodes in 100:100:100 layers and no balancing.

5.2. Test Set

To build a system for evaluation on the test set, the system that performed best on the development set was retrained using the whole training and development sets as training data, and with the same set of configuration and learning parameters. Test set performance of the system that performed best on the development set is shown in Table 2, together with the best performing single classifier reported in the baseline

<table>
<thead>
<tr>
<th>System</th>
<th>UAR %</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM + OpenSMILE features</td>
<td>70.2</td>
</tr>
<tr>
<td>Best performing development set system: DNN + MOD + GPPS features</td>
<td>62.1</td>
</tr>
</tbody>
</table>

Although our best system considerably outperformed the baseline on the development set, performance is considerably worse on the test set. This may be due to some over-fitting of the best system to the development set, extreme sensitivity of the system to the choice of configuration parameters or some other discrepancy between audio samples in the corpus partitions.

6. Discussion

The outcomes of our evaluation are as follows. In terms of normalisation strategy, only small effects were seen, but overall z-score normalisation did provide the best UAR scores on this task.

In terms of balancing, we found little evidence that SMOTE or ADASYN balancing improved the UAR scores. In some configurations we saw that balancing even had adverse effects on the ability of the classifiers to learn the task.

In terms of choice of classifier, the two classifiers obtained rather similar performance for the different voice features.

In terms of classifier configuration, good performance was obtained on occasions with a wide range of SVM complexity parameters, although performance could vary by as much as ±5% for one training set across complexity settings. The same behaviour could be found for network configurations, with both Sigmoid and Rectified Linear units giving good performance on different training sets, but with a considerable range of performance figures over different network configurations. Overall the implication is that this task is very sensitive to system configuration, which may explain poor test set performance.

In terms of the best features sets, while all four proposed feature sets performed better than the baseline OpenSMILE feature set on the development set, the modulation spectrogram features were the best single set. This may be because this set captures voice changes at both high and low modulation frequencies, relevant to the symptoms of cold affecting excitation, resonance and rhythm of the speech.

7. Conclusions

The 2017 Computational Paralinguistics Cold challenge was particularly difficult for a number of reasons. The fact that the training set was based on a large number (10 000) of extracts from a few (210) speakers of which only a minority had a cold made the training of a classifier sensitive to cold rather than to speaker difficult. Since we have already noted that the symptoms of cold vary considerably across virus, individual and time [17], it is likely that even the speakers in the training set with a cold do not form a homogeneous group. The task would have been much easier if longer segments of speech were available, if duplicate recordings of the same speaker were marked, or if recordings of the same speakers with and without cold were available. In the last case, it would have allowed the training of a joint factor model to separate out the effects of cold from the effects of speaker identity, much as the same approach is used in speaker recognition to separate out effects of channel [32].
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