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= Motivation for mMCASA — model-based Computational Auditory Scene Analysis [3] = Test Configuration — Fig. 2 § iy
= To describe the acoustic scene (Fig. 2) in terms of spatial distribution of sources and = Binaural configuration of behind-the-ear showernoiss | 1STS (speéch)
their classification (as e.g. speech, music, noise, etc), using an a priori model of the (BTE) hearing aids, simulated using the at-s0r atso pop mase
detected signals HRTF at60°
= Usable for: Optimally activating and controlling of hearing aid (HA) algorithms = Variable power of the speech source, hammer noise
(e.g. steering of a beamformer, HA program switching, ... ) constant power of the interferers at 80° —asd)
= Objectives = SNR measurement evaluates the same o 2
= Speech localization of a single talker  (Binaural HA configuration) microphone signal as the detection
= Based on vowel detection — the characteristic components of human speech algorithm % Raistriniiatied %
= Extendable system in order to detect other classes (e.g. music, noise...) Fig. 2. Test scene with all test sources presented.

= Function demonstration — Fig. 3
= Applying the localization method on the

input signal, on the signal after the DET
Basic pr|nc|p|e and after the DDF block \
= Results (example at SNR = -5dB):

= Both blocks are beneficial
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= Implemented roach
/= General approach forpspeech Io;i‘:igation - Speech source peak: 1 05
Signal representation T-F domain = Interferers’ peaks: 1
Detect signal fragments using a model Detect frames * Global maximum after the DDF block o
of the desired signal class with obvious vowels corresponds to the speech source.
Isolate these fragments Extract (T-F_ bins) with vowels o .
based on their formant structure = Speech localization B VL Y S
Localize these fragments GCC-PHAT in omnidirectional noise — Fig. 4 angie
N N . Fig. 3. Localization performed on the input signal, after the
Calculate the image ) . . = Detection performance without the side- detection block (DET) and after the detection-directed
Averaging localization results over time effects of directional sources on the fiitering (DDF) block. SNR = -5dB.

of the acoustical scene

localization
= Applying the localization method on the o
signal after the DET and after the DDF
. . 40!
System description block. g
= Results: ¥
= Frame-by-frame processing in T-F domain : Z);F;?e?;::;ebr;%zﬁeﬁ?seggl-fbasrt:r?tlisatle or 2
= Block diagram: influence on the system performance
= DDF improves the localization in the 061 11 .1

SNR range between -11 and +9 dB e

Fig. 4. Standard deviations of localization after the
. . . detection (DET) block and the detection-directed filtering
= Speech localization in a complex (DDF) block.

auditory scene — Fig. 5
Combinations of test signals
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= Various SNR true & ]
Fig. 1. System block diagram. = Correct localization = the localization = areroet] | ! |
error is less than 5 degree : :
= Processing steps: = Results (correctness of the localization): | |
1. Transformation of the input signals in the T-F domai n using a Short-time Fourier = SNR > 10 dB: ! !

Transformation (STFT) Both methods perform well false bo
= SNR ~ 0 dB: -30 -20 VlosNR/us 0 10 20
S{lﬂ“} (1,92) = STFT {‘9{1,7} (k)} DDF still improves performance Fig. 5. Correctness of the localization after the detection
= SNR < -10 dB: (DET) block and the detection-directed filtering (DDF) block

2. Feature extraction for the vowel detection in each time-frame |. as a function of SNR.
= Harmonicity (R) — estimated by the modified ACF method [2]
= Positions of the two first formants (f, f,) — estimated by the LPC analysis

= Signal power (P)

Both methods fail

Conclusion
X0~ [ RO A0 B0)] . Cocwson
3. Detection (DET) of time-frames with obvious vowels = This work introduces a general framework for localization of acoustical sources
A hard-decision, based on the possible ranges .7 of harmonicity, signal power and the = Currently: speech localization based on vowel detection
positions of the first two formants, i.e. only the frames with vowels are kept in the ] A _ . R
output signal of this block. . (I-'\;elt||abllt(e- speech localization down to SNR = 0dB, method fails for SNR < -10dB
Sdet{l,r} (l? Q) = Mdet{l,r} (l) : S{l,r} (lv Q)7 where utiook: . . . . .
1 X(l) cx = Dropping the spatial stationarity and better ear assumption
Mdet{l,r}(l) — = System extension for other sound classes (e.g. music)

0 otherwise

4. Detection-directed filtering (DDF)

Only the T-F bins in a specific range B, around the formants f, are kept for the further Acknowledgment
processing, other bins are discarded.
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Magrqary (1, Q) = i

0 otherwise

5. Localization References
The GCC-PHAT localization method [2] is applied to the output signal from the DDF
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6(l) = GCC (def{l,r}(l7 Q))

6. Scene description
The position of the speech source
= averaging the estimated angle in each frame over a specified time interval
(assuming spatial stationary of the speech source)



